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Executive Summary

In this document we present the preliminary architecture of the SUPERCLOUD virtualization and
security self-management for computation. We start by defining the design requirements of the archi-
tecture, and then review the state-of-the-art. We survey virtualization technologies and discuss designs
for the virtualization infrastructure enabling the best trade-off between user control over infrastruc-
ture layers, strong security, and multi-provider interoperability. We also review isolation technologies,
access control, and trust management to preserve end-to-end security between computing resources
across clouds. We present a survey of security self-management, motivating the need to overcome ad-
ministration complexity barriers through full security automation, seamlessly across layers and cloud
provider domains. The document closes with the preliminary design of the SUPERCLOUD architec-
ture for the virtualization and self-management infrastructure for computation, describing its different
components and techniques enabling to fulfill the requirements of our design.
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Chapter 1 Introduction

The cloud is moving distributed. High maintenance costs of big data centers lead cloud architectures
to evolve from centralized to hybrid, federated clouds, up to fully distributed infrastructures across
heterogeneous resources, enabling optimized latencies and fine-grained geo-distribution [45, 54].
But multi-cloud interconnection is still tough to achieve [184]. Provider-centric Distributed Cloud Com-
puting (DCC) [51] faces vendor lock-in, interoperability limitations, and low flexibility for customers.
Therefore, DCC is now moving user-centric [196]. In this new paradigm, the user can instantiate and
coordinate resources in a self-service manner from a number of cloud service providers.

1.1 Challenges

Beyond traditional benefits as a utility (e.g., cost reduction, scalability), the cloud comes with a
promise of security and dependability. This relies on provider-based feature-rich offerings for customer
VMs for protection (e.g., system intrusion monitoring, firewalling), resource management (e.g., load
balancing), or availability (e.g., checkpointing/recovery). However, this promise is not fulfilled in
multi-provider clouds, many such infrastructure services not being deployed uniformly.
A first problem is the lack of user control. Services are tightly coupled with the provider, and on
its willingness to deploy them. Control is also limited by monolithic infrastructures (e.g., hypervisors
hiding hardware capabilities) preventing fine-grained cloud customization by the customer.
A second problem is interoperability. Heterogeneity of services, and of their mapping to resources, not
compatible across providers, makes achieving uniform resource SLAs difficult.
A third set of challenges deal with security, with three main sub-challenges:

� Vertical challenges, i.e., security vulnerabilities in infrastructure layers: each layer (e.g., cus-
tomer VMs, provider hypervisor and services) is extremely vulnerable to attacks, in part due to
new virtualization technologies. The infrastructure cannot thus be considered trusted.

� Horizontal challenges, i.e., interoperability and unified control of security across providers. Se-
curity component and policy heterogeneity between providers means more vulnerabilities due to
mismatching APIs and workflows.

� Complexity challenges: administration of protection is daunting, due to the multi-provider and
multi-layered nature of such an infrastructure. Unfortunately, automation of security manage-
ment is still sorely lacking for the multi-cloud.

Those challenges may be summarized through 4 key objectives for multi-cloud security:

� Self-service security : users should control in a fine-grained manner the security of their resources.

� Self-managed security: the architecture should enable full automation of security management
for the distributed cloud.

� End-to-end security: heterogeneity of security technologies should be overcome, e.g., through a
distributed security abstraction layer. Trust should be managed across layers and providers.

� Resilience: robustness should be enhanced across clouds, to avoid reliance on a single provider.
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1.2 Secure computation with self-managed protection across clouds

With the above challenges in mind for multi-cloud security – user control over security, security
vulnerabilities within layers, interoperability of security mechanisms across providers, and automation
of security management, both within layers and across providers – in SUPERCLOUD, we propose
to develop a virtualization architecture and infrastructure enabling secure computation with self-
managed protection across heterogeneous cloud providers. That infrastructure will be the refinement
for computing resources of the overall SUPERCLOUD architecture and infrastructure that provides a
distributed resource abstraction and flexible but unified control plane for management of security and
resilience for distributed clouds.
We address self-service security and end-to-end security objectives through a distributed virtualiza-
tion infrastructure enabling to federate multiple computing resources to build self-service clouds, the
security of which is user-controlled. This computation hypervisor uses nested virtualization as core
technology for implementing such security management paradigms to give sufficient control over in-
frastructure layers while giving strong security and multi-provider interoperability guarantees. To pre-
serve end-to-end security between computing resources, the virtualization infrastructure also includes
features for management of isolation and trust. Some of those mechanisms are based on composi-
tion of chains of trust, both horizontally across provider domains, and vertically across layers, using
hardware-enabled security mechanisms.
We address self-management (and resilience) challenges through an autonomic security monitoring
infrastructure for security of computing resources. The infrastructure enables to seamlessly detect and
mitigate threats across layers and provider domains to overcome administration complexity barriers.
To meet the control challenge, the self-management framework notably enables negotiation of security
SLAs between user and provider, exploring relevant trade-offs. More broadly, this framework enables to
orchestrate several classes of security services such as management of different types of authorizations.
For safety and accountability, it also includes an automated configuration compliance mechanism for
checking distributed virtualized infrastructure state correctness, or preventing violations.

1.3 Outline of the document

The rest of this document is organized as follows. In Chapter 2, we specify the design requirements of
the secure multi-cloud computation and self-management infrastructure. Then we present the state-
of-the-art through short survey chapters, covering virtualization technologies in Chapter 3, isolation
technologies in Chapter 4, access control models, security policies, and trust management in Chapter 5,
and self-management of security in Chapter 6. Finally, we present a preliminary architecture for the
virtualization and self-management infrastructure in Chapter 7. We describe its different components,
focusing on the techniques enabling to fulfill the requirements of our design.
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Chapter 2 Design Requirements

In this chapter, we derive the design requirements for the SUPERCLOUD computing virtualization and
security self-management infrastructure. We adopt a two-pronged approach to derive requirements,
both from an architecture and use-case standpoints. The aim is for the infrastructure to be as flexible
as possible, independently from the application domain, and while being able to support the two
use-cases showcased in the project, as well as extended use cases such as NFV.
We first present a simple system model of the virtualization infrastructure (Section 2.1). We then
present the design requirements for the infrastructure, from the infrastructure perspective (Section 2.2),
and from the use-case perspective (Section 2.3).

2.1 System model
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Figure 2.1: DCI system model

A simple system model for a distributed cloud infrastructure (DCI) targetted by SUPERCLOUD is
shown in Figure 2.1. The DCI is composed of three layers characterized by their exported interfaces.
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� The Infrastructure Layer enables access to hardware resources (CPU, storage, network) through
an Infrastructure Interface (e.g., ISA) with low abstraction level and granularity.

� The Platform Layer provides Execution Environments (EEs) to the application layer through an
Operating System (OS) and development framework abstraction. EEs may be for instance VMs
or containers. This layer provides access to resources (e.g., processes, files) through a Platform
Interface (e.g., syscall interface) at higher-abstraction level. This level may be highly variable,
as well as interface granularity.

� The Application Layer contains customer software running in EEs provided by the platform.

2.2 Infrastructure design requirements

The aim is to derive design requirements on the SUPERCLOUD computing virtualization and security
self-management infrastructure starting from the structure of the distributed cloud infrastructure itself.
Deployment of a DCI faces major challenges that may be broadly classified as horizontal and vertical.

� Horizontally, DCIs lack interoperability, mainly due to heterogeneity of IaaS services, hypervisor-
specific and not compatible across providers. Control is also severely limited by monolithic
infrastructures preventing fine-grained cloud customization by users.

� Vertically, security remains the last hurdle towards wide adoption of DCIs. Due to complexity,
infrastructure layers remain extremely vulnerable to attacks, making it difficult to achieve strong
isolation and integrated protection.

2.2.1 Vertical design space

Vertically, a key design choice is the interface abstraction between the different layers. Such interfaces
have a straightforward impact on the ability of a layer to implement a number of vertical features.
From a provider-centric perspective, major threats [60, 109, 177] are malicious customers issuing
attacks against the virtualization layer, to break isolation or perform Denial-of-Service (DoS). In this
scenario, the attacker is a non-privileged malicious cloud tenant. Mitigation of such threats implies
the following requirements for the virtualization infrastructure:

DR1 Isolation Tenants are not be authorized to steal or modify EE state or data from other tenants.
EEs are not allowed to interfere with execution of other EEs.

DR2 Small TCB/Attack Surface The number of vulnerabilities and failures in the platform is
directly linked with the code size run at the highest privilege level and the set of primitives exported.
A small TCB/attack surface improves safety and integrity by design.

From a user-centric perspective [47, 204], major threats concern data security and privacy. Even
assuming a trusted cloud provider, a malicious administrator has normally enough permissions to
steal and modify customer information. Thus, provider control over the infrastructure should be
limited to avoid inspection or analysis of user data and EE instances without explicit user consent.
Moreover, security should be self-service, so that users can exercise fine-grained control over protection
of their cloud resources according to a given security SLA. This implies the following requirement:

DR3 Control over Architecture and Data The user should be able to monitor actively its
allocated resources, while enabling a high level of customizability of the architecture and its services.

Cost effective aspects such as performance and consolidation should also be considered:

DR4 Intra-Cloud Scalability Minimized EE storage and memory footprint are keys to reach good
consolidation rates.
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DR5 Minimal Overhead The introduced performance degradation in the architecture should be
reduced to a minimum.

2.2.2 Horizontal design space

Horizontally, a key design choice is the abstraction level for interconnection in the distributed archi-
tecture. At stake is a trade-off between interconnection genericity and deployment easiness. High-level
interoperability enables to realize a DCI with similar flexibility and control level as for single-provider
scenarios. However, a low-level interconnection interface makes harder to conciliate different provider
design choices due to lock-in and vendor specific features. Hence, the two followings design require-
ments:

DR6 Interoperability Usage (or migration) of resource belonging to different providers should be
achieved with the same agility, flexibility, and level of control as for a single provider. This is a
necessary condition for multi-provider scalability.

DR7 Compatibility with Legacy Existing user applications and management tools should be
supported.

2.2.3 A summary

The overall infrastructure design requirements are summarized in Table 2.1.

Table 2.1: Infrastructure design requirements

Id Design Requirement (DR) Design Space

DR1 Isolation Vertical
DR2 Small TCB Size/Attack Surface Vertical
DR3 Control over Architecture and Data Vertical
DR4 Intra-Cloud Scalability Vertical
DR5 Minimal Overhead Vertical
DR6 Interoperability Horizontal
DR7 Compatibility with Legacy Horizontal

2.3 Use-cases design requirements

We also derive design requirements on the SUPERCLOUD compute virtualization and self-management
infrastructure starting from use-cases. We consider both: (1) use-cases coming from the healthcare
domain (studied in the SUPERCLOUD project); and (2) broader application domains such as NFV.
The aim is for the SUPERCLOUD architecture and infrastructure to enable secure and user-centric
deployment of cloud applications, as much as possible independently from the application domain.

2.3.1 Healthcare use-cases

2.3.1.1 Medical imaging platform

There are three main Philips Healthcare use-cases that aim at deployment into SUPERCLOUD in-
frastructure, namely:

� Cloud data storage and disaster recovery use-case.

� Cloud data storage and processing use-case.

� Distributed cloud data storage and processing use-case.
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Cloud data storage and disaster recovery use-case

The cloud data storage and disaster recovery use-case focuses on helping hospitals to ease management
of the patient data stored in the hospital archive. Current hospital archives are on-premise solutions
that needs to handle all the clinical data, especially imaging studies which can be as large as 1GB.
Therefore, it would be attractive to offload this data into the cloud, such that storage size on-premise
can be limited. For example, the data from the last 6 months is stored on premise, whilst the cloud
stores for the longer period (e.g., 10+ years).
In this use-case, the cloud becomes an extension of the hospital archive. The core value of this solution
is to ensure that patient data is not lost. As a result, the cloud storage is also a disaster recovery
solution for the hospital. The workflow of data extends to the cloud, but performance is not the
primary concern here, as patient data is always pre-fetched from the cloud to the on-premise hospital
archive prior to the scheduled examination.

Figure 2.2: Cloud data storage and disaster recovery use-case

In general, the use-case requires:

� Privacy of medical data (top priority).

– Storage must be robust against any security breaches (no confidentiality violation).

– Data must not be interpretable in transit and storage, covering disk, file system and
database layers.

– Data may be de-identified, as long as data can still be fetched.

– Role-Based Access Control (on operation level).

– Detailed audit trails and activity monitoring.

� Correctness of stored data.

– Data may not get tampered and must be complete and correct.

� Medical data may not cross certain legal country boundaries.

– Guaranteed cloud storage within certain countries.

– Distributed storage, across multiple cloud and countries, in a privacy-compliant manner;
e.g., via a secure encrypted storage where data cannot be interpreted.

Cloud data storage and processing use-case

The cloud data storage and processing use-case focuses on easier access of the medical personnel to
medical data processing applications. Access to applications is then possible not only from the hospital
lab where the equipment is installed, but also from PCs in the hospital/home or secured mobile devices.

SUPERCLOUD D2.1 Page 6 of 88



D2.1- Architecture for Secure Computation Infrastructure & Self-Management of VM Security

Thus, doctor collaboration can improve as well due to easier availability of data. The main processing
of data is related to image analysis to help doctors in correct diagnosis. The image analysis is done by
applying various algorithms ranging from simple image enhancing ones to detail analysis that focuses
on finding potential anatomical anomalies, such as aneurysms, tumors, etc.
Since processing of the data is separated into the cloud, performance and latency are becoming critical,
as imaging results and user interaction must be streamed semi real-time to the clinical user. This use-
case involves only a single hospital organization.

Figure 2.3: Cloud data storage and processing use-case

In general, the use-case requires:

� The same storage requirements as in the cloud data storage and disaster recovery use-case.

� Privacy.

– Privacy during processing, i.e., applications running in the cloud may not get tampered,
nor inspected for patient-related data, or processing algorithms.

– Privacy of processed results in transit.

� Storage and processing isolation per hospital group.

– Special permissions are required to access data outside a given hospital context (role-based
access control).

� Performance.

– Low latency between user interaction, cloud processing and updated user interface.

Distributed cloud data storage and processing use-case

The distributed cloud data storage and processing use-case focuses on easier access of the medical
personnel to the medical data across hospitals, i.e., this use-case ensures patient-centric view to the
healthcare professional by showing all data of the patient, i.e., not only data managed by the lo-
cal hospital, but also data managed by other hospitals. This would enable providing the complete
longitudinal patient record.
This use-case has highest complexity, as it involves multiple hospital organizations managing patient
data. Performance and latency are critical, as imaging results and user interaction must be streamed
semi real-time to the clinical user. The user may view mashup of data from multiple clouds and
hospitals, or search for comparable reference studies (across the clouds), to assist in diagnosis of the
treated patient. Advanced processing may even include comparing large study data, across clouds.
As a result, the identity management of the clinical user is becoming critical in this use-case, as it is
accessed from multiple organizations.
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Figure 2.4: Distributed cloud data storage and processing use-case

In general, the use-case requires:

� The same storage and processing requirements as in the cloud data storage and processing use
case.

� Privacy.

– Identity management across clouds of healthcare professionals.

– Auditing across clouds of accessed patient data.

– Privacy of stored data, whilst access and queries are still supported.

� Interoperability across clouds.

– Supporting Philips managed cloud solutions and 3rd party vendor solutions.

� Performance.

– Search performance and privileges across clouds.

2.3.1.2 Healthcare laboratory information system

The healthcare laboratory information system, henceforth mentioned as CLINIdATA®LIS, is a cross-
platform Web application where server components may run on any common operating system (e.g.,
Linux, Mac OS X, Solaris, Windows) and relational database (e.g., MySQL, PostgreSQL, Oracle,
SQL Server). This system needs to integrate with dozens of other clinical and non-clinical information
systems (e.g., ICU, patient identification, billing, regional health portals) and includes a set of real-time
interfaces with physical electronic equipments, namely automated analysers.
CLINIdATA®LIS stores medical data along with other personal data. The SUPERCLOUD com-
pute virtualization and security self-management infrastructure should thus comply with Directive
95/46/EC and the soon to come General Data Protection Regulation (GDPR). This implies previ-
ously stated requirements DR1 and DR2, and the following requirements:

DR8 Location-awareness Users should be aware of physical location of EEs that process user data.

DR9 Location-control Users should be able to define the set of possible physical locations, at
country level, where user data may be processed.

CLINIdATA®LIS is used by different types of healthcare organizations, ranging from small labora-
tories with a few dozens of professionals and hundreds of transactions per day, to very large hospital
clusters with thousands of professionals and tens of millions of transactions per day. Hence, these
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organizations should be able to control how their resources are protected using SLAs including for
instance agreed levels of availability, redundancy, load balancing, backup, disaster recovery, etc. This
implies the previously stated requirement DR3.
Especially in hospitals, CLINIdATA®LIS is a critical application that needs to be constantly available
in order to ensure non-stop operation of various departments including the ER (emergency room).
Therefore, although concrete availability in each deployment should comply with the agreed SLA, the
SUPERCLOUD infrastructure should be able to offer high availability whenever necessary:

DR10 High Availability EEs should be able to reach 99.999% availability.

As mentioned before, CLINIdATA®LIS includes a set of real-time interfaces with physical electronic
equipments, namely automated analysers. These interfaces are used mostly to send commands to
analysers and to receive exam results. Both communication flows have real-time requirements. This
implies the following DR:

DR11 Real-Time EEs should offer real-time guarantees, namely predictable and bounded compu-
tation times.

The overall infrastructure design requirements derived from the healthcare laboratory information
system are summarized in Table 2.2.

Table 2.2: Design requirements derived from the healthcare laboratory information system use case

Id Design Requirement (DR)

DR8 Location-awareness
DR9 Location-control
DR10 High Availability
DR11 Real-Time

2.3.2 Extended use-case: NFV Infrastructure-as-a-Service

Beyond healthcare use-cases, we also consider more telco-oriented use-cases for SUPERCLOUD tech-
nology, such as application to Network Function Virtualization (NFV). The NFV specification defines
a three level stack [74]:

� An NFV Infrastructure (NFVI) provides virtual computing, storage, and network resources on
top of corresponding hardware resources, multiplexed by hypervisors or network controllers.

� Virtual Network Functions (VNF) are telco functions (e.g., routing, firewalling...) that are
virtualized, running as VM instances.

� Network services are realized as composition of several VNFs.

The NFVIaaS idea is for a third party to offer an NFVI “as a service” to service providers. Such NFVI
could typically be considered as a user-centric cloud in the sense of SUPERCLOUD.
This approach expands telco reachability in locations where it maintains no physical network assets.
It also significantly reduces cost and complexity of deploying new hardware or leasing fixed services.
This use-case maps the cloud service models IaaS and NaaS (Network-as-a-Service) as elements of an
NFV infrastructure when provided as a service. NFVIaaS should provide computing capabilities as in
a IaaS cloud and support dynamic network connectivity services similarly to NaaS. The architecture
of this use-case thus combines IaaS and NaaS models to provide network services within an NFVI.
Service providers can either use their own NFV/cloud computing infrastructure or leverage other
service provider infrastructures to deploy their own network services, e.g. VNFs.
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Figure 2.5: NFV use case

Figure 2.5 illustrates an NFVIaaS deployment supporting cloud applications as well as VNF instances
from different service provider domains. Service Provider #2 may typically run VNF instances on the
NFV/cloud infrastructure of another Service Provider #1 to improve service resilience. It may also
improve customer experience by reducing latency. To perfectly comply with regulatory requirements,
Service Provider #1 may require that only authorized entities can load and operate VNF instances on
its NFV infrastructure. The set of resources, e.g. computing, hypervisor, network capacity, binding to
network termination, that Service Provider #1 makes available to Service Provider #2 would then be
constrained. Service Provider #2 is able to integrate its VNF instances running on Service Provider
#1 NFV infrastructure into end-to-end network service instance, along with VNF instances running
on its own NFV infrastructure.
Non-virtualized network functions can coexist with the VNFs corresponding to this use case. Vir-
tualized network functions from multiple service providers may also coexist within the same NFV
infrastructure. The NFV infrastructure also provides adequate isolation between the resources allo-
cated to the different service providers. Thus VNF instance failures or resource demands from one
service provider will not be permitted to degrade the operation of other service provider VNF instances.
The NFVIaaS model thus provides basic storage and computing capabilities as standardized services
over the network, storage and network equipments being pooled and made available to customers. The
capability provided to customers is processing, storage, networks, and other fundamental computing
resources by which customers are able to deploy and run arbitrary network services. In doing so,
customers do not manage or control the underlying infrastructure, but are capable of controlling their
deployed applications and can arbitrarily select networking components to achieve their tasks.
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Chapter 3 A Short Survey of Virtualization Technologies

New virtualization technologies increasingly raise interest as enablers for user-centric DCC. But are
such technologies enough to address both horizontal and vertical challenges and security vs. inter-
operability trade-offs as needed in the SUPERCLOUD virtualization infrastructure for computation?
Or are new virtualization architectures required?
This chapter attempts to provide some answers by providing a short review of the state of the art
of virtualization technologies. After providing in Section 3.1, some background on virtualization
principles (e.g., hypervisor architectures, virtualization types), we provide a taxonomy of the state of
the art with a comprehensive review of existing designs for a distributed virtualized infrastructure,
with an assessment according to Design Requirements (DRs) identified in the previous chapter. Such
trade-offs will motivate the SUPERCLOUD virtualization architecture proposed in Chapter 7.

3.1 Background on virtualization

A Virtual Machine Monitor (VMM) is a software component able to create environments which give the
impression of a real computer to all software that is executed in this environment (para-virtualization
being the exception from this rule). These environments are called Virtual Machines (VMs).
Usually an Operating System (OS) is executed inside of a VM, as on almost every computing device.
An OS is also called supervisor, because it supervises all processes running on top of it. The VMM
controls the VMs and, thereby, the OS which is running inside. In other words, the VMM supervises the
supervisor, therefore it is also called hypervisor. The operating system instances and the applications
running in a VM are called guests, in the context of virtualization. The physical system on which the
hypervisor is executed is called the host.
There are two types of hypervisors, type 1 and type 2, and two types of virtual machines, para-
virtualized and fully virtualized machines (plus some mixed forms). These different types of hypervisors
and VMs will be described subsequently starting with the hypervisor types.

3.1.1 Hypervisor types

Figure 3.1: (a) type 1 hypervisor; (b) type 2 hypervisor
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Traditionally, there are two types of hypervisors. One running directly on the hardware of the host
(type 1) and the other running as a program on some host operating system (type 2). In a third type,
mixing types 1 and 2, the hypervisor is to some degree part of the host OS. Further, some operating
systems offer the means to separate groups of processes in so-called zones or containers. This is not
real virtualization but has the same effect in many scenarios.

3.1.1.1 Type 1 hypervisor (bare metal)

Type 1 hypervisors (see Figure 3.1a) run directly on the hardware of the host machine. This gives
the hypervisor control over all hardware. It also makes the hypervisor responsible for setting up the
hardware correctly. Therefore, to be able to control the hardware it has to implement at least some of
the functionality that is usually provided by the operating system. One benefit of a type 1 hypervisor
is that it is faster compared the type 2 because it lacks the overhead of an extra OS running on the
host machine. Another advantage is that the Trusted Computing Base (TCB) of the hypervisor is
smaller compared to a type 2 hypervisor, easing the use of Trusted Computing (TC) technologies. For
instance, widely adopted type-1 hypervisors are Xen or VMware ESXi.

3.1.1.2 Type 2 hypervisor (hosted)

Hypervisors of type 2 (see Figure 3.1b) are executed as a program on top of an operating system.
The OS is running on the hosting machine and has full control over the hardware and is responsible
for configuring it properly. The hypervisor can make use of all functionality that is offered by the
operating system. This makes it more portable, since there are less hardware dependencies. The
disadvantage of this approach is the overhead that is caused by the operating system running on the
host machine. A popular of type-2 hypervisor is Virtualbox.

3.1.1.3 Operating system-level virtualization

Operating system-level virtualization (see Figure 3.2) cannot be clearly attributed to one of the two
basic hypervisor types. As stated before, the type 2 hypervisor has the disadvantage that there is
additional overhead caused by the host operating system. One approach to reduce this overhead is
to move some of the hypervisor functionality into the kernel of the host operating system. This way
the host OS itself is a hypervisor to some degree. If all functionality would be moved to the host
OS kernel it would become a type 1 hypervisor. But some functionality remains in a user program,
making operating system-level virtualization something in-between. Popular OS-level virtualization
solutions are LXC, OpenVZ and Docker based on Linux Kernel or Zones for Solaris.

Figure 3.2: OS-level hypervisor
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3.1.1.4 User-mode Linux

User-mode Linux (UML) is a version of Linux that can run on top of another Linux (the host). UML
does not interact with the hardware. Instead it uses the application programming interface (API)
that Linux offers to all programs. This way the UML can run as a normal process on its host (see
Figure 3.3a). The UML and all other processes get isolated from each other by the host Linux like
any processes.

Figure 3.3: (a) User-mode Linux; (b) containers

3.1.1.5 Containers / zones

Many (UNIX-based) operating systems offer means to create some isolated areas for groups of programs
(see Figure 3.3b). These zones or containers are isolated from each other by the operating system in the
same way the OS isolates processes. Furthermore, these zones are separated by the use of resources,
e.g., CPU time or network bandwidth can be assigned on a per-zone base. Using this mechanism,
sharing resources between multiple parties can be realized without real virtualization.

3.1.2 Virtual machine types

A VM needs to provide the guest OS with all facilities it needs to run. This means it needs the
ability to execute on a processor and use the memory. For the guest to provide useful services, further
hardware is involved. Devices that are not strictly required to execute the basic system, (e.g., storage
and network) are required. Without these devices the guest could hardly provide any valuable service.
Two fundamental types of VMs that can run on top of a hypervisor: fully-virtualized machines and
para-virtualized machines. An in-between type called PV-on-HVM is also possible.

3.1.2.1 Fully-virtualized machine

An OS running on a fully-virtualized machine does not have to be aware of the fact that it is not
running on real hardware with full control over it. All hardware gets emulated in this mode and the
operating system can interact with the emulated hardware as if it were real hardware. The hypervisor
is transparent to the OS. For the hypervisor to be able to work like this efficiently, the hardware needs
to provide some special capabilities. The need for hardware support is the reason why fully-virtualized
machines are called Hardware Virtualized Machines (HVMs) in the Xen terminology.

3.1.2.2 Para-virtualized machine

An OS executed in a para-virtualized machine is aware of the hypervisor. It needs to have the ability
to communicate with the hypervisor. Instead of trying to execute privileged operation it asks the
hypervisor to perform them on behalf of it. This is not much different from how a user program
interacts with an operating system.
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3.1.2.3 PV-on-HVM drivers

The main performance bottleneck for hardware virtualized machines (HVMs) is that all device hard-
ware needs to be emulated, causing huge overheads. To overcome this issue, para-virtualized drivers
can be used. These drivers (e.g., for storage or network devices) are aware of virtualization and
communicate directly with the hypervisor or another VMs.
Using PV-drivers, performance benefits of para-virtualization can be used for device hardware. At the
same time there is no need to modify the operating system, when drivers can be easily installed, as in
most operating systems.
Communication between PV-drivers and hypervisor works as between PV-guest and hypervisor using
so-called hypercalls.

3.2 Virtualization architectures: a comparison

This section now attempts to compare in more detail some of those designs for a virtualization in-
frastructure w.r.t. the requirements seen in the previous chapter. We analyze available architecture
proposals both at infrastructure and platform levels. The overall analysis is summarized in Table 3.1.

Table 3.1: Virtualization architecture comparison

Design Design Requirement References
Vertical Horizontal

Security Performance

DR1 DR2 DR3 DR4 DR5 DR6 DR7
Infra. Plat. Isolation TCB Control Scalability Overhead Interop. Legacy

A. Infrastructure-based designs
GPH Proc. + + − − + − ++ [18, 167]
MH Proc. ++ ++ + − + − −− [177]
CBH Proc. ++ + ++ − + − − [47]
NV Proc. + − ++ + −− ++ − [196, 24, 204]

B. Platform-based designs
BM Proc. −− −− −− ++ + −− ++
BM Lib. OS ++ ++ ++ ++ ++ −− −− [72]
BM Cont. − −− −− + ++ + ++ [175]

C. Hybrid designs
GPH Lib. OS + + − ++ + − − [9, 115, 128, 132]
GPH Cont. ++ − −− − + + ++ [7, 85]

3.2.1 Infrastructure-level designs

At infrastructure level, the following classes of solutions are available:(1) general-purpose hypervisors;
(2) modular hypervisors; (3) nested virtualization; and (4) bare-metal infrastructures.

3.2.1.1 General-purpose hypervisors

The GPH is the key cloud-enabling technology. A GPH exports a hardware abstraction for concurrent
execution of different OSes in isolated VM instances with an acceptable overhead (DR1, DR5, DR7).
GPHs normally leverage full virtualization with hardware assistance that provides hardened resource
isolation [152].
A GPH may generally be considered as monolithic and poses security concerns: GPHs have a relatively
small attack surface, but non-negligible TCBs, as traditional OSes (DR2). This architecture does not
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enable a customer to partially personalize services or control the hypervisor (DR3). Due to different
lock-ins or implementation designs, cross-provider interoperability is often limited (DR6) [196]. The
GPH traditional VM-based provisioning model suffers from slow instance deployment and scalability is-
sues (DR4), since the considerable footprint in memory prevent massive consolidation as for containers.
Recently, Google started to address such challenges with a GPH running single application-oriented
VMs [167].

3.2.1.2 Minimal and modular hypervisors

The GPH monolithic design suffers from limitations in isolation and flexibility. User- and provider-
centric perspectives on hypervisor architecture led to two broad classes of designs.

Micro-hypervisors (MH)

To solve the TCB size issue, the idea of MH architecture was introduced, drawing inspiration from
evolution in OS architecture. Such designs were widely explored in academia [109, 177, 186], but
adopted only by the mobile device industry. Within the hypervisor core modules are distinguished
from non-sensitive code (e.g. device drivers). The aim is to expel as much code as possible from
the TCB, making the hypervisor ultra-thin.Typically, TCB is around 10KLoC for MH, an order of
magnitude smaller than a GPH [177, 186]. The whole MH architecture exposes a minor attack surface,
since a significant part of services provided by the hypervisor in kernel space is now provided in user
space, leaving to the MH core only the burden to correctly implement IPCs.
Some hypervisor components (e.g., device drivers, VM address space management) may be executed
outside the MH, isolated, and restarted in case of compromise, improving resilience and isolation
(DR2). In such increasingly modular designs, each component is provided with the privilege level
required to perform its specific task, enforcing a separation of privileges. The utmost MH removes
the virtualization layer altogether [109]. To preserve compatibility with legacy, TCB fragmentation
principles were applied to existing GPHs [60].
However, the MH quest towards ever increasing minimalism could represent a serious limitation to
preserving functions of existing platforms (DR7): the constraint of privileged code size may force MH
developers to drop some basic features considered as non-essential, as multi-guest support [186].

Component-based hypervisors (CBH)

Unlike MHs, CBHs do not focus on the provider but on the user. A CBH aims to increase modularity
either of the core hypervisor itself, or of the management VM [47] thanks to a component-based
architecture, e.g., the Self-Service Cloud (SSC) architecture modularizes the Dom0 VM, introducing
components directly controlled by the user (user domains) to manage resources.
The CBH offers a high level of user control (DR3), also enabling trade-offs with provider control:
to let the provider monitor VM execution, inspection of user domains may be performed through
mutually-trusted service domains, with known a priori and fine-grained permissions.
However, the CBH induces strong changes in control logic and APIs, impacting support of legacy
cloud management platforms (DR7).

3.2.1.3 Nested virtualization

NV is a system architecture with two layers of virtualization: the guest OS virtualizes a nested
guest [24]. The concept may be generalized to an arbitrary number of nested guest layers, leading
to recursive virtualization [73, 79]. An NV architecture is composed of: (1) the hypervisor running
above the hardware (L0 hypervisor); and (2) the nested hypervisor (L1 hypervisor). Nested VMs are
generally called L2 guests.
The NV growing maturity opens plenty of new possibilities and avenues for research. The trend is
to diversify hypervisor functionalities, with new features but also keeping existing ones. Each layer
clearly addresses different sets of issues:
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� L0 addresses vertical issues (DR1, DR2): it guarantees the strongest isolation, is the last line of
defense of the platform, and a privileged point for monitoring its status.

� L1 deals with horizontal issues: it should provide the widest possible support for different provider
platforms and virtualization techniques. This layer could be steered by the user for complete control
over the infrastructure (DR3). It could also be a layer of interoperability across different providers,
extending towards an integrated control plane (DR6).

Today, NV presents some limitations related to performance (DR5) and need for advanced hardware
support (DR7), and TCB inherited from the use of a GPH at the L0 layer (DR2). Performance has
long been pointed out as the main barrier to NV adoption [24]. However, hardware manufacturers have
been continuously proposing new processor improvements, such as Intel VMCS shadowing to overcome
such issues. Besides, for NV to be implementable in practice, the L0 hypervisor should provide an exact
copy of hardware virtualization primitives. Full virtualization with hardware assistance is the most
popular technique, but requires specific code in the hypervisor. TCB size issues are the following:
each feature directly introduced within the hypervisor such as security enhancements enlarges the
amount of code running in highly privileged mode and required to be trusted. In addition, some NV
architectures are not yet stable and lack some of the dedicated features found in modern mainstream
hypervisors [204].

3.2.1.4 Bare-metal infrastructures (BM)

A BM infrastructure where VMs run on hardware is the thinnest possible infrastructure-level de-
sign [98, 127]. It has strong benefits for isolation (DR1), TCB size (DR2), performance (DR5), but
raises challenges for interoperability (DR6) and control (DR3). This design is an extreme point, raw
comparison with other software infrastructure-level designs making little sense. Comparison should
rather be performed with BM enhancing platform-level designs, as shown next.

3.2.2 Platform-level designs

At platform level, the following classes of solutions are available: (1) OS processes; (2) Container-based
architectures; (3) library OSes.

3.2.2.1 OS processes

A commodity OS provides processes as abstraction to run user tasks and access their resources. This
approach presents obvious benefits for scalability (DR4) and performance (DR5) due to lightweight
execution environments.
However, suitability of processes in a multi-tenant environment is limited by the absence of resource
isolation provided by the OS (DR1) – despite some Discretionary Access Control memory and file
protection mechanisms. Processes are also tightly coupled with underlying OS components, and
difficult to be migrated across networks (DR6).

3.2.2.2 Container-based architectures

As already seen, containers are user-space environments on an OS providing isolation between them
and host resources [175, 67]. We focus on Linux which is the reference OS for cloud services.
After inclusion of core technologies in the Linux kernel, container architectures witnessed massive
adoption by the industry to develop DevOps and “Infrastructure-as-Code” paradigms [68]. Container
solutions have become prominent due to flexibility and consolidation benefits (DR4): several open-
source projects such as Docker facilitate container deployment and management. Benefits also include
negligible performance overheads (DR5) and high portability on homogeneous platforms (DR6).
OS-based virtualization leverages the isolation features provided by new kernel functionalities (cgroups,
namespaces). But container platforms still suffer from major isolation concerns (DR1) due to Linux
kernel sharing. The attack surface of a container is the Linux API, considerably larger than for
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infrastructure-level designs. To reduce the attack surface, Linux kernel capability systems may be used.
However, they are tricky to tune properly, and could easily lead to isolation breakouts if misconfigured.
Deployment of traditional kernel security frameworks (SELinux) enforcing Mandatory Access Control
(MAC) could address such concerns. Despite their effectiveness, such protection mechanisms cannot be
deployed or customized flexibly from a user perspective (DR3). Moreover, an interoperability roadblock
remains, due to complexity of implementing container live migration, despite early projects [61].

3.2.2.3 Library OSes

Eliminating all OS abstractions outside the kernel, a library OS provides a highly optimized and
specialized OS architecture to execute a given application [72].
This design lifts some limitations of traditional OSes running in cloud environments such as: OS vs.
GPH redundancy between system mechanisms (e.g., user management, multi-tasking); too high level
OS abstractions preventing per-application performance optimization. The library OS concept was
thus explored in different application domains [9, 115, 128]. For a DCA, a library OS design could
therefore bring high performance and scalability benefits due to small memory and storage footprint
(DR4, DR5).
An important limitation is the effort required to port applications (DR7). It may be mitigated by
exporting a legacy API to applications [115]. Today, library OSes are intended mostly as minimal
cloud-designed OSes to overcome several traditional limitations of commodity OSes (e.g., device driver
support). Several solutions have thus a sufficient maturity level to be adopted by the industry [115,
128].

3.2.2.4 Summary

Table 3.1 summarizes our analysis, comparing three classes of existing designs according to the DRs:
(A) are infrastructure-level designs, with at platform level the simplest system abstraction, standard
OS processes; (B) are platform level-designs, with at infrastructure level the simplest alternative,
a bare-metal configuration; (C) are some interesting hybrid designs. This table does not explore
all possible architectures, but focuses on those proposed in the literature, or deployed by industrial
players.
(A) The MH and the CBH are overall better than the GPH: they improve security and control, but
require to rewrite user applications, forsaking legacy support. Device drivers are a major MH issue,
due to costs of development, or of adaptation to a new architecture. GPH-based NV enables a smooth
transition to an architecture with improved features regarding control and interoperability, but im-
poses heavy performance penalties. However, it is possible to achieve more secure architectures at
the expense of interoperability. Today, GPH-based NV addresses either user-centric security require-
ments [204] or interoperability issues [195], but not both simultaneously. Doing so with would require
more than two layers of virtualization [47], inducing unacceptable overheads [73].
(B) A container-based design might represent the best trade-off between legacy support, interop-
erability, near-optimal performance, also providing good scalability. However, security and control
requirements are not completely satisfied. The library OS introduces optimized performance and high
scalability, but at the cost of compatibility with legacy.
(C) A traditional GPH is deployed to overcome container isolation issues [7, 85]. However, GPH and
container-based virtualization have a lot of redundant features, and user control issues are still not
addressed.
In what follows, we propose some concepts for a new architecture attempting to reconcile simultane-
ously the above DRs. We envision a hybrid design, combining NV, MH, and CBH design principles at
infrastructure level, while leaving virtualization interface flexibility to support different platform-level
design alternatives such as containers or VMs, thus enabling finer-grained trade-offs depending on
applications.
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Chapter 4 A Short Survey of Isolation Technologies

The increasing cloud popularity has pressed the issue of privacy concerns: the cloud provider has more
than necessary privileges, preventing cloud users from protecting their privacy (Section 4.1). Different
classes of mechanisms are available to address this issue (Section 4.2). In this chapter, we survey three
representative isolation architectures: modular hypervisor partly controlled by the user (Section 4.2.1),
client-controlled secure virtual enclave based on hardware security mechanisms (Section 4.2.2), and
minimization of the hypervisor TCB (Section 4.2.3). We conclude by a broader discussion of mitigation
techniques for information leakage through side-channel attacks (Section 4.3).

4.1 Background

Privacy concerns are a major obstacle for many users to adopt cloud environments [87]. The cloud
provider is entrusted with a large set of privileges to inspect client VM state, limiting cloud users
in protecting their privacy. The cloud provider theoretically has access to client sensitive data. Any
attack against or misuse of the administrative domain can compromise user privacy.
The administrative domain is a privileged VM that controls and monitors client VMs. To protect their
reputation of running trusted cloud businesses, it can be assumed that well-known enterprises such as
Microsoft and Amazon are interested in protecting privacy of their customers. While the company as
a whole is interested in protecting the client data, their system administrators may have incentive to
breach user privacy, e.g., pursuing monetary benefits. They may also cause a privacy breach just by
mistake or accidentally.
Although many cryptographic solutions were developed to protect user confidentiality in the cloud, it
is not possible to perform efficient and fast enough arbitrary computations on the data while they are
encrypted, e.g., homomorphic cryptography does not offer practical performance at the current stage.
Other mechanisms must thus be found to enforce protection of client data. One of the most promising
approaches with regard to practicality is to remove service provider privileges for accessing client VM
data, only keeping privileges needed for basic cloud management, i.e., VM creation/migration.
But in practice, cloud providers typically want to perform tasks such as Virtual Machine Introspection
(VMI), running anti-virus software, or controlling client VMs for regulatory compliance. This requires
the cloud provider to be able to inspect client VMs, which may conflict with client security and privacy.
In commodity cloud platforms such as Xen [18] and KVM [119], the cloud provider owns the Virtual
Machine Monitor (VMM) and an administrative domain Dom0 (the control VM) to perform cloud
management. This gives the provider full privileges over the whole platform including client VMs.
As a result, two major problems arise:

� Cloud users have no control over their own security and privacy. An insider attacker can access
client data, computations, and stored cryptographic credentials, because the cloud provider is
in control of client resources.

� Clients have inflexible control over their VMs. They can benefit from services enabled by virtu-
alization, e.g., security via VM introspection [57, 83], or migration [59] and checkpointing [62].
But they depend heavily on the provider willingness to deploy these services. Such inflexibility
limits clients in implementing and controlling their own security services for their VMs.

SUPERCLOUD D2.1 Page 18 of 88



D2.1- Architecture for Secure Computation Infrastructure & Self-Management of VM Security

To address such issues, various approaches using nested virtualization (NV) [24] have been developed.
NV provides the ability of running one or more hypervisors inside another hypervisor. Zhang et
al. [204] proposed an approach that protects the privacy and integrity of client VMs on commodity
cloud infrastructures: they separate resource management and the protection of privacy and integrity of
resources owned by VMs in the virtualization layer. NV introduces a tiny security monitor underneath
the commodity VMM, hence providing protection to the hosted VMs.
To address the problem of client inflexibility of control over VMs, the XenBlanket project [195] ad-
vocates a user-centric view of homogenization, instead of relying on providers to control client VMs.
Users are enabled to run their own unmodified VMs on any cloud without any special provider sup-
port. NV is implemented by adding a virtualization layer to enable clients to avoid provider lock-in.
Clients can thus implement their own services with great flexibility in terms of control over their VMs.
Although those projects offer a solution to one the mentioned problems, they do not address all of
them at the same time. In what follows, the most relevant works addressing these issues are described
in detail, focusing on their core ideas and giving an overview on the technical approach.

4.2 Proposed solutions

Three different solutions will be presented:

� Self-service Cloud (SSC): administrative privileges are divided between a system-wide domain
and per-client administrative domains. SSC is implemented by modifying the Xen hypervisor.
It assumes that the cloud service provider is trusted, and that the physical hardware is equipped
with an I/O Memory Management Unit (IOMMU) and a Trusted Platform Module (TPM) chip.

� Cryptography-as-a-Service (CaaS): this architecture enables clients to control provisioning and
usage of their credentials and cryptographic primitives, in a protected client-specific secure exe-
cution domain. A TPM as a hardware anchor must be available on cloud nodes to verify platform
integrity.

� MyCloud architecture: the control VM is removed from the processor root mode. Only security
and performance key components are kept in the Trusted Computing Base (TCB) to minimize
the attack surface.

4.2.1 Self-Service Cloud Computing

Virtual machine monitors (VMMs) are used to administer and execute client VMs flexibly. A TCB
is implemented by the VMM to virtualize the underlying hardware and manage VMs. In the case
of Xen and Hyper-V [187], the TCB consists of the hypervisor and an administrative domain. The
administrative domain (dom0 in the Xen terminology) is a privileged VM that controls client VMs. It
has access to their VM configuration, can perform I/O for virtualized devices, and is able to monitor
their physical resources. Providing these privileges to dom0 cause two major problems:

� Compromising security and privacy of client VMs by malicious system administrators, or attacks
against the administrative domain because of vulnerabilities and misconfiguration.

� Inflexible control over client VMs. Clients are limited in deploying the services of their own or
changing the configuration of the services offered by providers for their own purpose1.

Butt et al. [47] introduce a new Self-Service Cloud (SSC) computing model to overcome these two
problems: the power of the administrative domain is reduced, and clients have more flexibility and
control over their VMs. It is done through splitting the traditional responsibilities of dom0 between
the following new domains:

1. For example, a client might want to use a cloud security service to check for malicious network packets, but these
packets are encrypted by the client, and the client is reluctant to give dom0 the permission to inspect them.
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1. Per-user administrative domain (Udom0): This domain is used for monitoring and controlling
the client VMs.

2. Service domain (SD): As a special-purpose user domain, it can perform privileged system services
on the VMs of the client. Udom0 can delegate its privileges to SDs. SDs can then be leveraged
by the client to implement services such as intrusion detection, or storage encryption.

3. Mutually-trusted service domain (MTSD): In practice, cloud providers must have the ability to
inspect client VMs. But this compromises the privacy of the client. SSC resolves this issue by
introducing MTSDs, where both the client and the provider can agree on a set of mechanisms
that the provider will use to control client VMs, and that the client may verify later-on using
trusted computing technologies.

4. System Domain (Sdom0): This is a system-wide administrative domain with privileges to
start/stop Udom0 domains upon request by clients. It manages resources and runs drivers
for virtualized devices. Sdom0 cannot inspect the state of the client domains, thereby ensuring
the security and privacy of client VMs.

Figure 4.1 illustrates the SSC design. SSC splits the TCB of the system into a system-level TCB,
consisting of the hardware, the SSC hypervisor, the domain builder, and the client-level TCB, with
the Udom0 and service domain. Udom0 is the only domain which has privileges over UdomUs in its
meta-domain2. However, to carry out specific services Udom0 can delegate specific privileges to SDs.
The privileges necessary to create VMs are revoked from Sdom0, and are given to the Domain Builder
(domB). In SSC, the privilege model is enforced by the hypervisor to enable clients to manage their
own VMs securely. This will also prevent cloud administrators to eavesdrop on client data.

Figure 4.1: The architecture of a Self-service Cloud (SSC) computing platform [47]

To build client domains, SSC relies on trusted computing technology, such as the TPM to provide
stronger security than software alone can provide. The TPM is a hardware security component that
includes capabilities such as machine hardware encryption, signing, secure key storage, and attestation.
By storing keys in protected hardware storage, the TPM makes encryption and signing stronger. It
is assumed that the clients interact with virtual TPM (vTPM ) [25] instances implemented in domB.
The keys of this vTPM instance are bound to the hardware TPM. In order to have a hardware root of
trust on each machine, SSC requires from the cloud provider that each physical machine be equipped
with a hardware TPM.

2Meta-Domain refers to the set of client domain components.
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As discussed earlier, the CloudVisor project [204] incorporates NV to protect security and privacy
of clients from the administrative domain. Compared to SSC, the CloudVisor TCB is very small
(5.5KLoC) formed of a small bare-metal hypervisor. The SSC TCB is very large including the entire
commodity hypervisor and domB. A small TCB has a smaller attack surface and indicates more
trustworthy software [82, 174]. CloudVisor uses cryptography to ensure security and privacy of client
VMs. It provides protection to virtual disks owned by a VM through I/O encryption. SSC has some
advantages over CloudVisor. It gives more flexibility to clients to control their VMs. It does not
rely on NV which imposes overheads on client VMs. It allows cloud provider and clients to execute
mutually-trusted services for regulatory compliance.

4.2.2 Client-controlled Cryptography-as-a-Service in the cloud (CaaS)

CaaS [34] is a security architecture based on Xen, where clients are in control of their credential and
cryptographic primitives. Clients can establish and control Cryptography-as-a-Service in the cloud
where they can securely provision keys, and even implement a private security module such as Virtual
Hardware Security Module (vHSM) or smart card. All cryptographic operations will be executed in
a protected client-specific secure execution domain. In contrast to previous works, this approach will
also provide a protection for legacy VMs that are not adapted to this solution.
This solution is based on two concepts:

1. Segregating and encapsulating cryptographic operations and primitives into a separate client-
specific domain (domC )3, i.e., to isolate it from the vulnerable client VMs. domC is deployed
so that it will prevent internal and external adversaries from accessing the client secrets. This
protection is integrated in the entire VM life-cycle.

2. A trusted hypervisor that protects the separate domC against a compromised management do-
main effectively and efficiently. Therefore a novel security extension to the VM life cycle man-
agement is required so that it can protect domC.

In this approach, dom0 is degraded to an untrusted domain, while keeping its purpose as administrative
domain. Domain management tasks are then moved to a new trusted domain builder (domT ) that is
privileged to build new domains. dom0 just forwards commands to domT.

Figure 4.2: A simple illustration of CaaS [34]

In CaaS, domC is connected to domU as a Xen virtual device. It has two modes of operation: 1)
Virtual Security Module where domC acts as security module such as an HSM and domU can use the
domC interface for outsourcing cryptographic operations; and 2) Secure Device Proxy, which makes
domC a transparent layer between domU and external devices. This layer can be used to, for example,
booting a fully encrypted VM image. Both of these modes are not mutually exclusive and can be used
at the same time. These two modes are illustrated in Figure 4.3.

3DomC is dedicated to critical cryptographic operations.
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Figure 4.3: Usage modes of domC [34]

Logical isolation of domains by the trusted hypervisor and the de-privileged management domain will
prevent an attacker from extracting confidential information from VMs. Empowering the domT with
privileges required for domain building process, combined with the TPM based protocols ensures that
Dom0 cannot access the memory of domT, domC or domU in plaintext. Additionally, since VM images
are stored in encrypted and integrity protected form, any modification dom0 does to the images during
launch will cause an integrity verification failure and abortion of the launch.

4.2.3 MyCloud: user-configured privacy protection in cloud computing

The TCB of SSC is too large, including the entire hypervisor and domain builder4. Li et al. [124]
proposed MyCloud, a new architecture design reducing the TCB size (their prototype has 5.8K LOCs),
enabling cloud provider verification of the integrity of the hypervisor. This is accomplished in a way to
support customized privacy protection by the user, and simultaneously preventing the cloud provider
from tampering with user privacy settings.
The control VM is removed from TCB, and has the same privileges as other guest VMs. MyCloud
minimizes the privileges of the cloud provider on the hypervisor such that it cannot access client VMs
memory through the control VM. Such reduction of cloud provider privileges on the hypervisor will
increase security.
The primary goals of MyCloud are as follows:

1. User-Configured Privacy Protection: MyCloud allows users to define their own Access Control
Matrices (ACM) which will be enforced by the hypervisor (TCB). ACM enables a user to define
what information in his VM space can be accessed by the cloud provider. By default, all other
users, including the cloud provider are prevented from accessing the user memory space. Users
can decide to grant permissions to other users or the cloud provider to share information or
enable specific services.

2. TCB Minimization: MyCloud reduces TCB size to minimize the attack surface.

4In dom0, usually a complete operating system runs to support user-level software. It contains many different hardware
drivers from different vendors, which makes it unrealistic to formally verify the security of all of these components. The
TCB can be compromised from vulnerabilities in the OS, drivers, and software components, allowing an adversary to
exploit client privacy.
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Figure 4.4: MyCloud’s Access Control Matrix (ACM) (A-Allocation, M-Migration, D-Deallocation,
H-Hyper Calls, R-Read, W-Write) [124]

Each ACM i of a guest VM i is implemented by an Access Control List (ACL). ACL specifies memory
regions, VM identifiers and access permissions. To request any operation, a VM initiates hypervisor
calls (hypercall) to the VMM. VMM will check the request against the ACL of the target VM. If the
access is not denied, the VMM will execute the operation on behalf of the calling VM. As depicted in
Figure 4.4, VMA modifies ACMA through a hypercall when it wants to share any information with
other VMs. Now, VMB sends a request using another hypercall to access VMA memory space. VMM
checks this request against ACMA to decide whether it should grant or deny access (See Figure 4.5).

Figure 4.5: The process in which the users modify the ACM [124].

Unlike traditional architectures, the provider only controls a de-privileged control VM which is re-
sponsible for the resource management. This task is indirectly performed through the VMM interface.
All of resource allocation is handled by the VMM. In the process of creating a VM, the cloud user
can perform remote attestation on the platform to check its integrity and whether it is launched with
known-good software components, and then negotiate a session key with MyCloud. Afterwards, the
user uploads a VM image along with the hash value that is encrypted with the session key. MyCloud
verifies this image, and if successful, will launch the VM and keep it running until receiving a destroy
request.

4.3 Exploring information leakage in cloud platforms

The previous solutions protect against direct access through privileges. However, they do not address
other methods of access such as side-channel attacks, or memory leakages. In cloud computing, core
computing and software capabilities are outsourced on demand to shared third-party infrastructures.
The way physical resources are shared between customers can create an opportunity for attackers to
compromise other customers. To maximize efficiency, a cloud provider may instantiate multiple VMs
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simultaneously on the same physical server. Therefore it is possible that a customer VM is executed
on the same physical server as its adversary. This creates a non-obvious threat, where an adversary
breaches through the isolation between VMs, and endangers the customer privacy and security.
Ristenpart et al. [157] have explored the possibility of mounting such cross-VM attacks in existing
clouds. They focus on the Amazon EC2 platform and demonstrate how it is possible to increase the
likelihood of the placement of a malicious VM on the same physical server as the target VM. They
also provide a simple co-residence check to detect whether two VMs are placed on a single physical
machine. After a successful placement, they investigate on how to extract confidential information via
cross-VM penetration.
To launch VMs to be placed on a particular physical machine, it is necessary to perform a careful
empirical mapping on the cloud provider infrastructure. Mapping helps to understand where potential
targets reside, and to detect the instance creation parameters necessary to attempt the placement of
an adversarial instance so that it becomes co-resident with the target VM. For Amazon EC2, these
creation parameters are regions, availability zones and instance types. Using network probing, it is
possible to provide evidence of co-residence. The authors use the Amazon EC2 internal IP address
spaces along with related instance creation parameters to create a mapping.
To detect co-residence, the authors performed a network-based co-residence check. They particularly
checked the following: matching dom0 IPs addresses, small packet round-trip times, and close internal
IP addresses. To make sure their check routine is correct, they have performed an experiment, where
they used a hard-disk based covert channel to check whether two instances reside on one machine.
When an adversary wishes to attack an EC2 instance (an Amazon EC2 virtual machine), he should
be able to arrange an instance to be placed on the same physical machine as the target. To achieve
this goal, the authors have used two ways using generated mappings. First, they used the brute-force
strategy where an attacker launches multiple VM probe instances over a relatively long time. Each
probe instance checks whether it is co-resident with the target instance. When it is not, it will be
terminated quickly. In the second strategy, the attacker takes advantage of the tendency for EC2
to launch new instances on the small set of machines, and targets recently-launched instances. It is
claimed that using this approach, attacker can achieve co-residency almost half the time.
Now that it is feasible to place an attacker instance on the same physical machine as the target, it is
important to investigate the methods to perform cross-VM information leakage. The authors show that
(time-shared) caches give an attacker the information whether a co-resident instance is experiencing
computational load or not. However, the authors only investigate those coarse-grained side-channel
attacks that are not sufficient in stealing cryptographic keys. This is investigated in more detail by
Zhang et al. [205], where they use cross-VM side channels to extract cryptographic keys. Zhang and
Reiter [207] introduce a system called Düppel, which protects VMs from cache-based side-channel
attacks in public clouds.
To mitigate such risks, cloud providers may obfuscate their internal structures as well as the placement
policy to make it more difficult for adversaries to achieve co-residence with the target instances. They
may also try to blind all possible side-channel vulnerabilities to minimize information leakage. The
best solution might be to expose risk and placement decisions directly to users.
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Chapter 5 A Short Survey of Access Control and Trust

Management

The advent of cloud computing have exacerbated fundamental security challenges. For instance, an-
swers to questions such as ”how outsourced resources can be manipulated and shared while preserving
their confidentiality and integrity?” become more difficult to answer when we consider the complexity
of nowadays cloud infrastructures, particularly in context of multi-clouds or federation of clouds. Ac-
cess control and trust management provide the necessary mechanisms to answers to such questions.

In this Chapter, we present a short literature review on existing Access Control and Trust Management
models and systems. The choice to merge these two disciplines was motivated by the complementarity
of the mechanisms they propose. Without and appropriate Access Control mechanism, a cloud infras-
tructure could not be trusted by the customer. Nevertheless, Access Control is not always enough to
be trusted by customers. Thus, an appropriate management of both mechanisms shall be considered
in SUPERCLOUD.

5.1 Access control and authorization management

Access control (AC) is the traditional mechanism by means of which software applications (originally
operating systems) answer the question (i.e. request) “is the entity identified as being S can manipulate
the object O via the action A?”. Here the verb “can” should be understood in term of rights and not
in terms of capabilities. Further, as one may notice, this question can be easily contextualised with
respect to the trust issue into “Can I trust S enough to allow him performing the action A on the
object O?”. In this section, we present the different models that have been proposed to answer such
questions. The abstract model of an access control mechanism is depicted in Figure 5.1.

AC
Mechanism

subject

<request> Object

Policy

<Autorization>

Figure 5.1: A basic access control model (adapted from [84])

� The request represents the type of interaction for which an authorisation is requested (e.g. read,
use or login),
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� The subject, often called principal, is the abstract entity (a human, a program or an artificial
agent) requiring authorisation,

� The object1 is the abstract artefact representing the resource the requester wants to interact
with (e.g. a file, a service),

� The mechanism is the scheme that determines if the requester is authorised to perform the
requested interaction.

Thus, the access control mechanism plays the role of guard for the manipulation of sensitive local
resources. It determines if a requester should or not be authorized to manipulate the resource he
requested. In the context of cloud computing, subjects are cloud users, objects are cloud resources
and actions are different ways of accessing resources. A cloud user is a digital embodiment of a human,
system, or service who consumes cloud resources. A cloud resource is a virtual component of limited
availability within the cloud infrastructure, such as an instance, a volume, a public IP address, etc.
A cloud platform can include an authorization module to control the access to cloud resources. An
authorization module is usually composed of a customizable access control policy/model and a corre-
sponding implementation. Even in a single cloud platform, various authorization mechanisms might
be applied for different cloud resources. For example, remote access to a VM is controlled by an SSH
server in the VM; the network-level access is configured in various firewalls and gateways. It is an
open question whether a single authorization module is needed for a cloud platform to coordinate the
access to all cloud resources.
The specification of the information based on which a requester can be authorized represents per-
missions and is usually encoded in an access control policy. Based on the nature of information the
policies used to specify permissions, a wide range of mechanisms have been proposed over the past
decades to address the access control issue. These mechanisms can however be grouped into five
categories: identity-based, lattice-based, role-based, organisation-based and attribute-based. The next
section provides a insight on how each mechanism addresses the access control issue.

5.1.1 Identity-based access control

The general access control problem is often split into two main sub-problems: authentication and
authorisation. Authentication aims at proving that the identity claimed by a principal is authentic,
while authorisation tries to find whether there is a permission that allows this identity to manipulate
the requested resource, and how this manipulation can be done. Identity-based Access Control (IBAC)
[100, 99] has made implicit use of a closed world model, in which users and resources are a priori
known. Under such assumptions, the problem of authorisation reduces to the one of authentication.
Consequently, permissions to access a resource are directly associated with the principals identifier
(e.g. user name, login, public key) as illustrated in Figure 5.2. Access to the resource (an object in
Figure 5.1) is only possible when such an association exists.
Here, the information used in the policy is the identity of the principal requesting access to the
resource. Therefore, these models are called identity-based. A concrete example is the implementation
using access control lists (ACL). ACL are the oldest and most basic form of access control commonly
found in operating systems such as UNIX. ACL are lists of principals and the actions that each
principal is permitted to perform on the resource. Here the access control policies represent rules that
determine if association between the principal and a permission exists.
In the most general form, a permission is a triple (s, o, a), stating that a user s is permitted to perform
an action a on an object o. Let S be the set of all users of the system, O the set of all objects and
A the set of all possible actions. The access control policies represent a function f : S × O → A.
Consequently, f(s, o) determines the list of actions that the subject s is permitted to perform over the

1In the remainder of this document, we will use interchangeably the terms subject and principal. We will do so for
the concepts of resource and object too.

SUPERCLOUD D2.1 Page 26 of 88



D2.1- Architecture for Secure Computation Infrastructure & Self-Management of VM Security

IBAC
Mechanism

subject

<request> Object<Autorization>

Policy:
Identity to Permissions

Mappings

Figure 5.2: An abstract IBAC model

object o. Table 5.1 illustrates (as a matrix A = |S| × |O|) the access control list of a system where
S = {s1, s2, s3}, O = {o1, o2, o3} and A = {a1, a2, a3} [70].

subject o1 o2 o3
s1 a1, a2, − a2 a2
s2 a2, a2 − −
s3 a1, a1, a2 a1, a2 a1, a2

Table 5.1: Example of an access control list

IBAC models are very easy to implement and use. However, such approaches are unable to scale when
the number of users increases [203]. Moreover, the access control decisions are not related to any
characteristic of the resource, the subject of the business application, making such approaches very
vulnerable to attacks (ACL lists are easy to corrupt) and identity forgery (identity usurpation) [56].

5.1.2 Lattice-based access control

Unlike IBAC models, lattice-based access control (LBAC) models (also known as mandatory access
control models) are deployed when the access to an object depends on its characteristics and those
of the subject, and not the wills of the object owner (i.e. ACL) [163]. Subjects’ and objects’ char-
acteristics are represented by security labels (or levels) that are assigned to users and resources of
the system. Objects’ labels reflect the extent to which a resource is sensitive while a subject’s label
reflects the category of objects he is permitted to access. The systems in which LBAC models are
implemented are often called multi-level security systems as the labels used in these systems represent
a partial order (e.g. Top Secret, Secret, Confidential, Unclassified) which is assumed to form a lattice.
In LBAC, the process of access control is reduced to a control of data flow. For example, a read
access to a resource is represented as a flow of data form the object to the subject, while a write
access represent a flow of data from the subject to the object. In the light of this, the LBAC model’s
objective is to guarantee that data coming from a higher level never flows to lower level subjects, and
that data coming from lowers level subject never flow up to objects of higher level. In sum, the label
of a subject must be at least as high as the label of the object he wants to read, and to write on an
object, the label must be at least as high as the subject’s one [56]. These two security principles are
respectively called “no-read-up” and “no-write-down” as illustrated in Figure 5.3 hereafter.
The Bell-LaPadula is the most famous model implementing LBAC [22]. The Bell-LaPadula model
has been used in both military applications and commercial ones. Bell-LaPadula was also used to
implement the security mechanisms in the Multics operating systems.
The main limit of LBAC models is their lack of flexibility and scalability. Indeed, LBAC models are
quite efficient and remain relatively manageable in systems with a small number of labels.
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LBAC
Mechanism

subject

<request + Identity> Object<Autorization>

Policy:
Labels Mapping

Figure 5.3: Abstract lattice-based access control model

5.1.3 Role-based access control

Both IBAC and LBAC have considerable deficiencies: LBAC models are clearly too rigid while IBAC
are very hard to maintain and administrate [20]. This ascertainment has led several researchers in the
early 1990s to investigate for alternative models such as role-based access control (RBAC) [164]. The
development of RBAC was motivated by the fact that in most of the cases, sensitive resources were
generally not owned by users but by the institution wherein users act in the capacity of a role of a
job function [20, 200]. Therefore, the key components in RBAC are subjects, roles and permissions as
illustrated in Figure 5.4.

RBAC
Mechanism

subject

<request>

Policy: 
Identity-Role

Mappings

Permission

Object Rights

Permission

Object Rights

Permission

Object Rights

.

.

.

Role
Role

Role

Figure 5.4: Basic role-based access control model

The policy represents here an assignment relation that associates users to the roles they hold, and
roles to the permissions they are granted. Thus, roles represent an intermediary layer between subjects
and permissions which make RBAC a scalable access control mechanism, and reduces considerably
the complexity of access control policies specification and administration when the subjects turnover
is very high. When a subject joins or leaves the system, only the link between the user identifier
and the role has to be updated. Subjects are assigned roles based on their duties, qualifications or

SUPERCLOUD D2.1 Page 28 of 88



D2.1- Architecture for Secure Computation Infrastructure & Self-Management of VM Security

competencies in the institution, while permissions are associated to roles based on the institution
activities and goals.
RBAC received in the last twenty years considerable attention that conducted to the proposition of
a whole family of models (e.g. [77, 164, 144, 162, 66, 76, 125, 41, 191, 78]). However, most of the
researchers would agree on the fact that RBAC0 is the core model [56, 20]. RBAC0 is the main
and the simplest model. RBAC1 extends RBAC0 with the capability to specify hierarchies of roles,
introducing permissions’ inheritance between roles. RBAC2 extends it with constraints to enforce
separation of duties, while RBAC3 is a combination of RBAC1 and RBAC2.

5.1.4 Attribute-based access control

The main idea of attribute-based access control (ABAC) models is to use policies that rely on the
characteristics of authorised individuals instead of their identities, roles or clearances for issuing au-
thorisations [203, 123]. These policies are then satisfied through the disclosure of credentials issued
by third party attribute certifiers (e.g. organizations, companies, institutions, etc.). Consequently,
subjects can gain access to resources without being priorly known by the system administrator (or the
resource owner) as illustrated in Figure 5.5.

ABAC
Mechanism

subject

Object<Autorization>

Policy:
Attributes - Permission

Mapping

Environment

Subject 
Attributes

Environment
Attributes

Object 
Attributes

<Request>

Figure 5.5: Abstract attribute-based access control model

Unlike IBAC, LBAC and RBAC, ABAC policies can define permissions based on any relevant char-
acteristic. Characteristics fall into three categories [203]:

Subject attributes. Subjects are the entities requesting access to objects. Each subject can be
characterized via a set of attributes without explicitly referring to its identity. In the ABAC
literature, almost all information that can be associated to a subject is considered as an attribute.
Such attributes may include subject’s name, role, affiliation, address, age, and so on. Of course,
the subject identity can also be considered as an attribute.

Object attributes. Objects are resources that the subject wants to manipulate. Like subjects,
resources have properties that are also called attributes in the ABAC model. Resource attributes
are also important in access control decision as they can affect the type of the permission accorded
(e.g. a read on a text file does not have the same consequence as an execute on a program).
Resource attributes may include the name of the resource, its type (text file, image, serve,

SUPERCLOUD D2.1 Page 29 of 88



D2.1- Architecture for Secure Computation Infrastructure & Self-Management of VM Security

etc.), the owner, and so on. This information is generally made public and can be extracted
automatically from metadata.

Context attributes. The environment or more generally the context in which the interaction is
undertaken has been ignored for a long time by the security community. In previous approaches,
permissions are attached to individuals (IBAC), roles (RBAC) or labels (LBAC) and derive the
same authorization as long as the artefact to which they are attached remains valid (or when they
are revoked by the system administrator). Thus, the context of the interaction never affects the
access control decision, whereas environment attributes such as time, date, threats are relevant
in applying the access control policy.

5.1.5 Organization-based access control

Organization Based Access Control (OrBAC) [107] is becoming largely used for modeling access control
policies [71]. It integrates various concepts defined in the previous work such as role, hierarchy, and
context.

Figure 5.6: OrBAC model

The main concept of OrBAC is the entity organization. The policy specification is completely pa-
rameterized by the organization. This notion encourages researcher to handle simultaneously several
security policies associated with different organizations. It is characterized by a high level of abstrac-
tion. Instead of modeling the policy by using the concrete and implementation-related concepts of
subject, action and object, the OrBAC model suggests reasoning with the roles that subjects, actions
or objects are assigned in the organization. Thus, a subject is abstracted into role which is a set of
subjects to which the same security rule apply. Similarly, an activity and a view are respectively a set
of actions and objects to which the same security rule apply.

Figure 5.6 describes the OrBAC model which introduces two security levels (concrete and abstract).
OrBAC defines context concept. It is a condition that must be satisfied to activate a security rule. A
mixed policy can be offered in OrBAC which define four types of access: Permission, prohibition, obli-
gation and recommendation. Rules conflicts can appear in this policy. This problem may be resolved
by affecting a coefficient to each rule. Several types of contexts can be used as temporal, geographical
(physical and logical), pre-request, declared, etc. Also, we may have contexts which depend on the ap-
plication. The hierarchy notion which facilitates the tasks of the administrator is also used in OrBAC.
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In the same way as RBAC, two type of hierarchy (specialization / generalization and organizational)
are defined. Moreover, this hierarchy can be used between different roles, different views, different
activities or different contexts.

OrBAC has also its own administration model AdOrBAC. It uses the same logical formalism and the
same concepts of ORBAC. As a result, OrBAC is a self-administrated model.

5.1.6 Access control In cloud computing

In cloud computing, the relationship between subjects and objects/resources is very dynamic. In
addition, subjects and objects can be in distinct security domains making the specification of access
control policies a tedious task. Consequently, many of the traditional models that we have presented
previously can not be used, or requires a big adaptation effort to be in compliance with the cloud
specificity. For instance, models that heavily rely on Identity (e.g. IBAC) for the management of
access control reveal to be inappropriate in Cloud as they are unable to scale. Furthermore, these
models can be hardly used to manage access control in open environments where the identity of
authorized subjects cannot be know beforehand [200].
In this Section, we briefly review some existing approaches that tackles the challenge of managing
access control in cloud environments. Most of these approaches highlight the importance of managing
multi-tenant and inter-tenant access control decisions.
For instance, in [121], a flexible attribute-based multi-policy access control (ABMAC) model has been
proposed. The main idea of the ABMAC is to use multiple autonomous security policies, a policy
per tenant/domain. Then authorization decisions are derived by combining individual decisions. The
main benefit of this model lies in its capability to scale at very large levels.
The authors of [201] proposed Access Control for Cloud Computing (AC3). This model tries to
facilitate the concepts of role and task that have been used in other models. In AC3, users are
classified according to their actual jobs. Thus, users will be located on a security domain that relates
to their role. Every role within the model will be assigned a set of the most relevant and needed tasks
for achieving this role. This approach is very similar to the principals carried out in OrBAC with a
subtle analogy between tasks and activities.
Calero et al. [4] introduce an authorization system enabling cross-tenant resource access based on
trust. Tang et al. [179, 181, 180] further analyzes possible types of trust relations among tenants and
propose a Multi-Tenant RBAC (MTRBAC) model for collaborative access control in a multi-tenant
cloud.
In [178], the authors proposed a semantic access control model for cloud infrastructures. The system
has been designed for healthcare systems and aims at providing an RBAC-like model based on Semantic
Web Technologies, basically ontologies.
The above selection of cloud-specific access control models should be considered in complement to
several more classical approaches that only use one of the aforementioned models in cloud systems.
Unfortunately, none of the above mentioned work do consider cross-tenant interaction in policy ad-
ministration level.
In the next section, we motive the need for an access control model that goes beyond such traditional
approaches. To that aim, we present the requirements that should be adhered to when designing the
SUPERCLOUD access control and authorization framework.

5.1.7 Towards a SUPERCLOUD access control model

We conclude this chapter on access control by highlighting some desirable features for an access control
model for SUPERCLOUD:

� Expressivity is the ability of the model to express access control policies. Expressivity is
strongly related to the model. For example, RBAC use roles to group subjects. OrBAC further
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enhances expressivity using activities to regroup actions and views to group objects. Developers
of the cloud platform usually make adaptations to the model to better meet business require-
ments, which may influence expressivity. For instance, the RBAC model in the AWS platform
uses roles to express delegation, which does not exist in the standard RBAC model. Expressivity
may be captured through the following questions: which model has the platform adopted? what
modifications were made w.r.t. the original model?

� Granularity is the extent to which a system can be decomposed into smaller size components.
The cloud authorization system should model cloud resources with proper granularity. A coarse-
grained authorization mechanism limits expressivity of the access control policy and might lead
to granting unneeded access privileges. A too fine-grained mechanism might exceed the actual
business requirements and increase system burden by a large amount of access control metadata.

� Context-awareness: context is any information that can be used to characterize the situation
of an entity – a person, place, or object that is considered relevant to the interaction between a
user and an application. In access control, context-awareness means that the authorization mech-
anism can take context information into consideration when making access decisions. Context-
awareness is significant in cloud environments due to their highly distributed nature: cloud users
might access the platform from different locations, during different time periods, and through
different user agents. Taking those factors into consideration helps to cope with business needs
and legal compliance requirements.

� Access control model implementation ensures usability, auditability, and scalability. The
cloud authorization system should also consider availability of cloud resources.

– Usability captures the user-friendly nature of the authorization system from the point of
view of administrators. Policies may be counter-intuitive and unreadable. They may be
also manipulated by different types of users. Some features are thus necessary to facilitate
policy editing and management.

– Auditability: audit represents the process to review access control records, and is useful
to identify the person responsible for specific access requests or to find out violations.

– Scalability means handle a growing number of access requests. This requirement is critical
as a cloud platform may have a very large number of users.

– Resource availability: a subject may have the privilege to access an object that is not
currently available. Either access privileges and cloud resource availability may be checked
separately. Or availability information may be included into the authorization module, to
be taken into account in the access decision.

� Access control administration covers granting and revoking access privileges.

– Administration mode: centralized administration where privileges are owned by one or
several administrators is efficient if a cloud only has few users. However, due to multi-
tenancy, a large number of users and organizations usually share a single platform. Decen-
tralized administration where subsets of privileges may be delegated to other users might
be a better choice, as each organization has its own access control requirements.

– Autonomous delegation is the ability to transfer privileges between users without inter-
ference from administrators. This feature is important for the cloud, enhancing flexibility
of access control while avoiding constant modification of the access control policy.

– Revocation enables to cancel pre-assigned privileges once a user is no longer allowed to
access a cloud resource.
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5.2 Trust management

The concept of trust has been recognized as an interaction enabler in situations of risk and uncertainty.
Based on this concept, several models have been proposed in the last decade. In this section, we
briefly present prominent approaches of the trust management which encompasses distributed artificial
intelligence and security.

5.2.1 Trust models in security

With the advance of Internet, the objective of researchers on security was to propose decentralized
access control mechanisms to leverage the distributed nature of these systems. The general idea was
to allow resource owners to state who they trust and for which issue. Based on this idea, several
systems (called Trust Management Systems) have been proposed. We classify these models into two
categories: Decentralized Trust Management (DTM) and Automated Trust Negotiation (ATN). In the
following, we present some works from both approaches.

5.2.1.1 Decentralized trust management models (DTM)

Blaze and Lacy [33] were the first to use the word trust management in the security domain [32].
The authors justified the use of trust in reference to the delegation mechanisms they used to address
distribution in modern systems (e.g. Internet). Credentials (digitally signed documents) are used to
allow an individual to express the trust relationship it has with another individual with respect to a
particular issue (e.g. accessing a resource). For instance an individual A may issue a credential stating
that he trusts another individual B to access a resource R he owns. Subsequently, B can express the
trust he puts in another individual C with respect to the same issue. Now if C requests to access R,
he has to provide the credential provided by B and the objective of the model is to evaluate whether
there is a valid trust (delegation) chain from A to C about accessing the resource R.

Grandison and Sloman proposed the SULTAN (Simple Universal Logic-Oriented Trust Analysis No-
tation) trust model [86]. This model was developed with the objective to support secure interactions
in Internet applications. Typically, decisions derived using SULTAN are about the evaluation of trust
(and distrust) relationship, which has been used as a basis for developing distributed access control
schemes (e.g. allowing users to access sensitive resources). SULTAN makes use of recommendation
and past experience which are filtered based on rules (i.e. policies) stated by the user. The trust
decision is then made based on this evaluation along with a risk approximation.

Kagal et al.[106] proposed a trust model for distributed security in the context of multi-agent sys-
tems. They proposed a flexible representation of trust relationships that they express in the form of
permissions and delegations. Later, they extended their model to integrate three new forms of trust
relationships called obligations, entitlements and prohibitions. Concretely, the notion of trust used by
the authors is purely interpersonal as it express the degree of privilege that one individual is willing
to accord to its interlocutor. Kagal and colleagues described a scheme for representing delegation and
restricting re-delegation among communities.

Yaich et al.[199] developed an Adaptive trust model in which access control requests are evaluated
with respect to the degree of trust associated to the requested. The novelty of this work lies in the
use of meta-policies to adapt the trust evaluation scheme to context changes. The Adaptive and
Socially-Compliant Trust Management System (ASC-TMS) also makes use of the Social dimension of
trust decisions to improve their efficiency.
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5.2.1.2 Automated trust negotiation models (ATN)

Credentials which are implemented in DTM as identity or delegation certificates are used in trust
negotiation systems to convey the identity and the attributes of the holder. So releasing a creden-
tials implies the disclosure of such sensitive information. To that aim, Winslett and colleagues [202]
introduced the concept of trust negotiation. Trust is established through the gradual, iterative, and
mutual disclosure of credentials and access control policies. This model has been proposed to leverage
privacy issues that may arise when the disclosed credentials are sensitive. The authors build on exiting
decentralized access control models to allow bilateral establishment of trust.

Trust-X is a trust management system that was designed for trust negotiation in peer-to-peer systems
[27, 28]. The Trust-X engine provides a mechanism for negotiation management. The main strategy
used in Trust-X consists in releasing policies to minimise the disclosure of credentials. So only cre-
dentials that are necessary for the success of a negotiation are effectively disclosed [176].

Bonatti et al.[65] proposed a flexible and expressive negotiation model called PROTUNE (PRovisional
TrUst NEgotiation). This framework is a system that provides distributed trust management and
negotiation [42, 44] features to web services. PROTUNE consists in a policy language (based on PSPL
[43]) and an inference engine based on PeerTrust [141]). The most innovative aspect of PROTUNE
relies in its high degree of expressiveness. One of the main advances made by PROTUNE lies in the
use of declaration along with credentials during the policy evaluation process. Declarations are the
unsigned equivalent of credentials. They can also be considered as statements that are not signed by
a certification authority. However, the most novel part of the project remains the policy specification
language which combines access control and provisional-style business rules.

5.2.2 Trust models in distributed artificial intelligence

Trust models in Distributed Artificial Intelligence (DAI) fall into three categories; probabilistic models,
reputation models and socio-cognitive models.

5.2.2.1 Probabilistic models

Marsh’s work [131] on trust represents the first comprehensive and formal model of trust using a
probabilistic approach. Marsh experimented in his doctoral thesis the use of trust as a basis for
cooperation among autonomous agents. Starting from the assumption that “neither full trust or
distrust are actually possible” in such systems, he proposed a complex calculation algorithm that
computes a continuous value of trust based on several factors. This value represents the probability
that A will behave “as if” he trusts B.
Manchala developed the first trust model that explicitly uses the notion of risk [130]. Manchala
specified a decision matrix in which he used the cost of the transaction, the expected outcome, and
the history of the transactions. These factors are then used together in a probabilistic function
to determine whether a transaction with a partner should be conducted or not. Manchalas risk-trust
matrices are intuitive and simple to apply. The higher the value at stake, the more positive experiences
are required to decide to trust [104].
Burnett et al. [46] used recently the concept of stereotypical trust. In their approach, an individ-
ual uses machine learning methods to build stereotypes based on the agent past experience and the
partners attributes. A stereotype represents a form of reputation that associates to a class of agents
(characterized by their attributes) to the behavior they tend to exhibit. These stereotypes are then
used alongside with probabilistic model to make trust decisions.
Previous to this approach, in 2009, Liu et al. [126] already used stereotypes in trust decision making.
However, in their approach, they used the stereotypes to predict whether the undergoing interaction
of an individual will be successful or not. More recently, Fang and colleagues proposed in [75] a new
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model in which they used fuzzy semantic decision tree (FSDT) learning methods to improve the ability
of learning trust stereotypes based on only limited data about the partner.

5.2.2.2 Reputation models

Reputation is the social evaluation of a group, a community or a society of agents towards the trust-
worthiness of an individual [159]. In DAI, and more particularly in multi-agent systems, reputation
has been considered as a substantial dimension of trust [105]. In the following, we review some pre-
dominant reputation models.
ReGreT [159] is a well-known decentralized trust and reputation model for e-commerce. Proposed by
Sabater and Sierra in 2001, the main objective of ReGreT was to make more accurate trust evalu-
ations. To that aim, the authors used three factors based on which trust was computed: the direct
experience, the global reputation and an ontological fine-grained reputation which defines reputation
values for each trait of the individual using the ontology. In ReGreT, the network to which the agent
belongs is used to assess the credibility of the information provided by each agent. Social relation-
ships are presented in the form of fuzzy rules which are later used to determine whether the witness
information provided by an agent should be considered or not.

Jøsang [105] proposed a reputation model (called the Beta Reputation System) for the decision making
in the context of e-commerce transactions. The authors used the concept of reliability along with the
probability of success to determine the trustworthiness of a partner. The reliability of an individual is
assessed in a direct and indirect way. The direct reliability is computed based on previous knowledge
about the partner, while the indirect one is given by recommendation from other trust third party.
The indirect reliability is then computed by making the average of all recommendation weighted by
the recommender trust degree. Then this value is combined with the direct reliability in order to
derive a trust degree. Once this trust degree obtained, it forms a belief that is described as set of
fuzzy propositions such as “A believes that B is very trustworthy”.

FIRE [97] is another important model which has been designed by Huynh and colleagues for multi-
agent systems. The authors compute trust based on past experiences, the role of the agent, its
reputation and a kind of certified reputation. Roles are used to determine to which degree an agent
that have a certain position in the society could be trusted. The main idea is that trust depends on
the fulfilment of the role ascribed to the agent. Also, the authors make a distinction between witness
reputation and certified reputation. Certified reputation is a reputation that comes from certified
presumably trusted witness, while normal reputation comes from every agent of the society.
Vercouter and Muller proposed the LIAR model to process recommendations among multi-agent sys-
tems [188]. The authors consider trust as a multi-factor concept; they distinguished between the
trust in an agent as a partner and the trust in an agent as a recommender. This latter form of trust
is used to evaluate the witness information. The aggregation of witness information is performed
using a weighted average, in which the trustworthiness degree of the recommender is used as the
weight. Thus, the importance of witness information is proportional to the trustworthiness degree of
the recommending agent.

5.2.2.3 Socio-cognitive trust models

The model proposed by Castelfranchi and Falcone is the prime trust model that explicitly stressed the
importance of the socio-cognitive dimension of trust. They defined trust as a mental state based on
which artificial agents can make delegation decisions within multi-agent systems. The authors consider
trust as a combination of beliefs and goals that constitute this mental state. In a nutshell, an agent i
trusts another agent j for doing the action α to achieve an objective ϕ iff [117]:

� i has the objective ϕ,
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� i believes that j is capable of doing α,

� i believes that j has the power to achieve ϕ by doing α,

� i believes that j intends to do α.

Recently, this model has been extended and formalized in the context of the ForTrust project [93, 96].
This new model has been used in the context of detecting malicious (e.g. vandalism) contribution to
Wikipedia [118].

5.2.3 Trust in cloud computing

Trust has been one of the main obstacles to the quick adoption of cloud solutions. To that aim, the
significance of trust has been rapidly recognized among researchers and practitioners, making trust
management a priority for the cloud community [143]. Several solutions have been proposed to collect,
manage, and propagate evidences/indicators based on which trust relationships can be established.
However, most of these systems rely on the adaptation of existing models which justifies the review
we provided in this Section.

Recently, we identified a new category of works that tries to propose new models that addresses cloud
specific challenges [88, 143, 50]. Theses models can be split into Predictions-based Trust Models and
SLA-based Trust Models. We refer the reader to Deliverable 1.2 in which we provided a short review
of these models.
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Chapter 6 A Short Survey of Security Self-Management

We review the existing literature in the field of security self-management. In particular we break it
down to the following categories:

� Infrastructure Monitoring: A security management system needs to know the current state and
configuration of the infrastructure, in order to make security decisions.

� Configuration and Deployment Policies: Complementary to the access control policies of Chap-
ter 5, we need to be able to specify the desired security and configuration state on the infras-
tructure level.

� Security Properties: We focus on the following security properties that the system should mon-
itor, verify, or enforce.

– Tenant Isolation: Virtualized and Cloud infrastructures are typically multi-tenant, i.e.,
physical resources are shared by multiple — potentially conflicting — users. It is necessary
that the security management system ensures strong isolation among the tenants and their
data. We review existing work complementary to the isolation architectures of Chapter 4,
which focuses on hypervisor isolation and side-channel attacks. We focus here on isolation
in the infrastructure at large and on information flow control.

– Integrity: The integrity of the infrastructure components, such as the hypervisor, the in-
frastructure configuration, and the user applications is fundamental for the security of the
system. We focus on work for the monitoring and enforcement of infrastructure integrity.

� Dynamic Infrastructures: Virtualized and Cloud infrastructures are very dynamic systems that
are changed constantly. We review approaches and systems for the planning of configuration
changes in such environments as well as the monitoring and analysis of changes.

6.1 Virtualization and cloud infrastructure monitoring

A tendency in virtualized data centers is that the complexity in the physical network shifts into the
virtual one. The physical network configuration is simplified and its topology flattened, whereas com-
plex virtual networks are created. Approaches for the discovery of the virtual network topology have
been proposed [21, 142]. In public infrastructure clouds, the configuration of the firewall setup has
been extracted and modeled as a graph [40]. The placement of VMs has been analyzed in public
infrastructure clouds through network probing and co-location verification [157, 92]. Inspecting the
configuration inside a virtual machine can be performed during runtime using virtual machine intro-
spection [150, 136] or statically by analyzing the VM images [193]. An application and service centric
graph model has been proposed for cloud infrastructures [31] with an automated discovery system [30].
Virtualization leads to this dynamic behavior including for compute and storage resources. We need
to be able to monitor and model changes for network, compute, and storage resources in virtualized
infrastructures. On the hypervisor level, Cloud Verifier [169] detects changes in the integrity of the
hosted VMs on behalf of cloud customers. The system can also be used by providers to monitor the
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integrity of their cloud platform. Cloud Radar [39] is a system that monitors virtualized infrastruc-
tures and analyzes those changes with regard to infrastructure security policies. From a performance
point of view, vQuery [172] is a system for monitoring VMware environments that stores partial topo-
logical information in a graph model and tracks many performance metrics. In public infrastructure
clouds, Amazon recently introduced a service called AWS Config [8] that provides change events to
customers for their virtual environments. However, it provides no insights on changes in the underlying
infrastructure, e.g., on VM migration and placement.

6.2 Policies for virtualization and cloud infrastructures

The security specification of VMs can be achieved with the concept of Virtual Machine Contracts [133],
which are a policy specifications based on OVF that govern the security requirements of a virtual
machine, e.g., to specify firewall rules. Similar to OVF, the objective of this language is linked to
provisioning rather than expressing high-level security goals on the topological level. On the hypervisor
level, sHype [161] is an implementation of access and isolation control for virtual machines, which uses
a XML-based access control policy1. Again, the policy only applies to one entity in the virtualized
system, i.e., the hypervisor hosting virtual machines. Xenon [134] provides XML-based policies for
inter-VM communication, MAC with VM labels to implement Chinese wall, type enforcement, and
time-based rules, as well as policies on hypercall and resource usage. VALID [35] is a language to
express isolation and deployment policies for virtualized infrastructures. The language is based on the
Intermediate Format [12] which is consumed by a wide range of model checkers and theorem provers
for automated verification.
On the network router and firewall level, Bartal et al. propose a model definition language [19] to
describe security zones, network topology, and firewalling. Hinrichs proposed a policy framework [94]
that expresses policies as conditions leading to actions. The conditions can test on packet headers as
well as global conditions, such as time and network load, which however require access to such live-
data through the policy framework. Furthermore, the conditions can also operate on extended state
associated with network flows, e.g., the association of users with source IPs. Actions include filtering
(permit, deny), crypto requirements (encrypt traffic), and QoS. CloudPolice [153] is a distributed
firewall with policies on tenant isolation, inter-tenant communication, and QoS (fair sharing, rate
limiting). The policy format resembles the policies of Hinrichs [94] where conditions lead to actions.
A condition is a logical expression of predicates on properties such as sender/receiver, packet header
fields, time, and past traffic state. And action can allow, block, and rate limit matched flows.
Motivated by security in the SDN (Software-Based Networking) area, the Flow-based Security Lan-
guage [95] allows the specification of high-level allowed network flows. Alloy [101] is a first-order logic
modeling language, which is used, among other things, in network infrastructure modeling and analy-
sis [139, 140]. Alloy can express structural properties as relations between objects as well as temporal
aspects as dynamic models with states and transitions.
Data-centered policies have been proposed in the context of cloud computing and virtualized infras-
tructures. Santos et al. [166] proposes policy-based sealing of data, i.e., encrypted the data under an
associated state and certain properties of the state (cf. [160]). The policy language is not fully defined,
but the examples indicate logical expressions of equality and inequalities on state property key-value
pairs. For example, the hypervisor must be equal to CloudVisor [204] and the version greater or equal
to 1.

6.3 Information flow control and infrastructure isolation

Bacon et al. provide an overview and discussion on the usage of information flow control in secure
cloud computing [16]. They conclude that DIFC is particularly suited for Platform as a Service (PaaS),

1Xen User Manual, Section 10.3.
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because they believe this layer is best suited to provide labeling information on data and that existing
open source implementations can be augmented. In fact, many approaches for information flow control
on the PaaS level have been proposed. SilverLine [138] offers data and network isolation based on
data labeling, however requires changes to both Xen and the guest VM kernel. SilverLining [110]
focuses on Java application in the context of Hadoop map-reduce jobs and offers IFC through aspect
oriented programming. It uses an information flow graph that captures users and files as nodes with
read/write or disallowed flow directed edges. CloudSafetyNet [154] monitors information flow through
HTTP tagging on the client side and socket monitoring. CloudFence [149] offers data flow tracking
on the byte level using binary instrumentation. They claim to be more fine-grained than previous
approaches that operate on the process level, such as SilverLine. CloudFlow [17] is based on VM
introspection to monitor and extract the tasks with their SELinux security labels that running inside
a VM. They implement a Chinese wall policy to prevent, for instance, that a VM with unlabeled tasks
is running on the same physical server as a VM that runs a top secret task.
IFC also finds application in infrastructure management and administration. For instance the Chinese
wall policy is implemented for administrators that log into customer virtual machines, in order to
prevent an administrator to log into VMs of conflicting customers [198]. Further, H-one [81] is a
system that uses information flow tracking to establish an audit log of VM configuration tampering
by administrators.
A number of approaches also deploy the infrastructure in such a way that it provides tenant isola-
tion. The Trusted Virtual Datacenter (TVDc) [26] offers automated deployment with isolation and
integrity by leveraging a trustworthy hypervisor, trusted computing, and automated setup of network
isolation [48]. The system uses Trusted Virtual Domains (TVDs) [49] to group resources together and
defines an information flow policy, which is a similar concept to IFC. A formal isolation model for
TVDc is presented in [29]. On the network level, CloudPolice [153] provides network access control in
the hypervisor and essentially implements a distributed firewall. Tenant isolation may be also achieved
using specific network architectures allowing integration with the customers on-site network [91, 197].
IFC approaches do not protect against side channel attacks, which recently have been demonstrated
in PaaS [206], and additional security approaches are required. In particular, the enforcing of cache
isolation [156] is important as many side channels rely on the shared cache, as well as to provide a
VM placement algorithm that offers co-location resistance [15].

6.4 Infrastructure integrity enforcement and verification

Terra [82] was one of the first virtualization platforms including the TPM to provide integrity for
VMs. In particular, a trusted hypervisor provides confidentiality and integrity to “black-box” VMs,
and enables remote attestation using the TPM. However, it only provided load-time attestation.
Overcoming the limitations of load-time integrity, the HIMA [13] system provides run-time integrity
monitoring for VMs using a hypervisor-based measurement agent.
A variety of approaches have been proposed that enable integrity monitoring and verification not only
for VMs but also for the hypervisor. For instance, HyperSentry [14] uses the System Management
Mode (SMM), which operates on a more privileged level than the hypervisor, to perform integrity
measurements. The measurements are triggered through an out-of-band channel using IPMI. Hy-
perSafe [192] provides self-protection for the hypervisor and focuses on control-flow integrity (CFI).
Finally, CloudVisor [204] uses nested virtualization to introduce a higher privileged layer under the
hypervisor for the integrity protection.
In addition, MAC policies implemented by the hypervisor, such as sHype [161], have been analyzed
with regard to integrity [158]. They model SELinux policies as an information flow graph and try to
find violating paths.
Moving towards integrity verification and measurements of an entire virtualized infrastructure and not
only individual hypervisors or VMs. The TCCP [165] system consists of a trusted hypervisor and a
trusted coordinator. Similar to Terra, the trusted hypervisor provides integrity and confidentiality for
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VMs. The trusted coordinator manages a set of trusted nodes based on their attestation results. The
coordinator creates and migrates VMs only on the set of trusted nodes. Similarly, Krautheim [116]
proposes a security architecture with dedicated measurement VMs that uses virtual TPMs [25]. The
CloudVerifier [169] architecture enables end-users to verify cloud infrastructures. The system combines
multiple existing components and approaches such as the Integrity Verification Proxy (IVP) [170],
which performs remote attestation and VM integrity measurements, as well as trust anchorss [168]
that establishes transitive trust in the cloud infrastructure.

6.5 Dynamic infrastructures: change planning and analysis

Misconfigurations in networks have been a problem in the operation of IT environments for a long
time and solutions have been proposed. Mahajan et al. [129] studied misconfigurations in BGP routing
configuration changes by listening to changes and assessing them. Kim et al. [114] analyzed the
evolution of network configurations by mining a repository of network configuration files.
With the rise of software-defined networking, real-time monitoring and policy checking have been
achieved in these environments [108, 111]. CloudWatcher [173] is a system that enforces mediation
of network flows by policy. The administrator defines a set of security network devices with their
capabilities. The security policy, called the security language interface, defines a flow condition and
a set of security devices, which need to be traversed by the flow. They propose four algorithms to
find an optimal routing path for a given flow that routes the flow over the required security devices.
Bellessa et al. [23] proposes a system called NetODESSA that performs dynamic policy enforcement
in virtual networks. A dynamic network policy governs not individual hosts, but is a high-level policy
that operates on hosts with specific characteristics. The system monitors new flows and registers a
decision by the reasoning engine based on the policy with the OpenFlow switches.

6.5.1 VM migration

Al-Haj and Al-Shaer [3] propose a framework for modeling and analysis of VM migrations. They
model the migration as a constraint satisfaction problem, where for a given VM placement a migration
sequence needs to be found that satisfies the desired VM placement and additional constraints. The
constraints capture dependency, performance, and requirements, such as, the prevention of co-location
of conflicting VMs. They use a SMT solver to find a sequence of migration steps that satisfy the
constraints.
Cloud Calculus [102] is a formal framework for the modeling and analysis of VM deployments, in
particular maintaining security invariants given by firewalls during VM migrations. The model is
based on the mobile ambient calculus, a process calculus, that models VM mobility as well as firewall
configuration changes. The preservation of policies during VM migration must ensure that packets are
treated the same before and after migration. Follow-up works, which are extending Cloud Calculus,
include the modeling and analysis of distributed firewalls as well as intrusion detection systems and
VPNs. Jarraya et al. [103] extends the Cloud Calculus to cover distributed firewalls through composi-
tion of firewall configurations. Eghtesadi et al. [69] uses the Cloud Calculus approach to focus on the
preservation of monitoring and tunneling configurations in IDS and VPN settings.
Focusing on operational problems as part of VM migration and configuration changes, CloudIn-
sight [10] tracks VM configuration changes and correlates changes with performance problems. They
model and monitor physical as well as virtual machine configurations through a polling agent on the
hypervisor. If a problem has been reported for a VM, the system identifies suspected change events
based on the instability of a change. The suspected events are ranked based on their sensitivity, i.e.,
how often an attribute changes, in a local (VM instance) and global view. The most likely root causes
are then interactively remediated with the help of the user.
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6.5.2 Change planning

Generalizing the analysis and planning of VM migration to changes in general, we now discuss ap-
proaches for network and virtualization infrastructure change planning. Change planning and the
analysis of changes for network routers has been addressed by existing research [182, 5], focusing in
particular on performance properties.
Hagen [90, 89] studies the verification of change operations in the context of statically and dynamically
routed networks. They operate on objects and attributes of infrastructure components tracked in a
CMDB. A change is modeled as a set of predicates and a set of effects on those attributes. A case
study investigates the change of network routing from high-capacity to low-capacity network. They
model change operations for taking down an interface and shifting traffic. A safety constraint specifies
that to only route high-capacity traffic via high-capacity routers.
Bleikertz et al. [37] propose a system that analyzes virtualized infrastructure changes using an op-
eration model. The model is based on graph transformations of operations on a graph model of a
virtualized infrastructure. The system can intercept operations performed by administrators, analyze
them, and decide to reject or accept the operations.
Kikuchi [113, 112] studies configuration synthesis and vulnerability analysis of dynamic virtualized
and cloud infrastructures using formal methods. For the configuration synthesis, they model four
operations: establish a physical connection, give access to another component, join a VLAN, and VM
migration. The synthesis is further guided by constraints on physical and virtual network connectivity
as well as host capacity. Given a goal condition, the Alloy Analyzer tries to find a sequence of operations
that satisfy the constraints and reach the goal condition. The initial state of the system is translated
from a configuration database (CMDB) into Alloy. With regard to operational vulnerability analysis,
Kikuchi focuses on services availability, in particular due to single point of failures, over capacity, and
load-balancer misconfigurations. They model changes to the infrastructure such as crash faults, VM
migrations, and monitor changes of a high-availability load-balancer. As part of the state transitions
they model the dependency among the components, for instance, if a physical server fails then all the
VMs running on that server will also shut down. They employ NuSMV as the model checker with
CTL policies.
Pearson argues for accountability in cloud computing [151] and highlights that tool-supported ac-
countability is essential due to the automated and dynamic nature of infrastructure clouds. We need
to automate to a large degree the monitoring and verification of dynamic virtualized infrastructures.
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Chapter 7 Preliminary Architecture for Virtualization &

Security Self-Management

In this chapter, we present a preliminary architecture for the SUPERCLOUD virtualization infrastruc-
ture and security self-management for computation. The architecture meets requirements identified in
Chapter 2 and proposes new designs based on approaches and technologies reviewed in Chapters 3–6.
We first present the design principles for the virtualization infrastructure and self-management ar-
chitecture (Section 7.1). We then give an overview of the overall architecture (Section 7.2). We
finally present the design of its different components: computation hypervisor (Section 7.3), isola-
tion and trust management (Section 7.4), self-management (Section 7.5), configuration compliance
(Section 7.6), and authorization (Section 7.7).

7.1 Design principles

7.1.1 Virtualization architecture

The user-centric, fully interoperable, multi-provider cloud still remains elusive. “Horizontal” multi-
cloud interoperability limitations come on top of “vertical” multi-layer security concerns. Such issues
may be addressed through the virtualization architecture.

Fulfilling the user control requirement: modular hypervisor / nested virtualization

Malicious administrators may leverage their extended privileges to snoop the private execution state
of applications, without any possible user control. User-centric security allows the user to customize
the protection of the virtualization layer to prevent such threats.
Unlike monolithic General-Purpose Hypervisors (GPH), Component-Based Hypervisors (CBH) open
to users fine-grained control of their deployed resources. This is achieved by modularization of the
traditional GPH control plane (e.g., Xen Dom0). This design requires the user to adapt his control
framework to this new logic, breaking compatibility with legacy management toolkits.
Trade-off between provider and user control may also be achieved through layering, by separating
user-level and provider-level hypervisors in a Nested Virtualization (NV) architecture [194].

Fulfilling the minimal TCB requirement: micro-hypervisor

Malicious co-located tenants may try to exploit flaws in the huge TCB of modern virtualization stacks
to escape execution environment isolation. For this requirement, Micro-Hypervisors (MH) are clearly
the best design alternative. A GPH presents a large TCB and is traditionally prone to failures due
to the size of critical code. MHs reduce TCB through modularization, expelling in user-space device
drivers and other system components.

Fulfilling the interoperability requirement: nested virtualization / containers

An important unsatisfied property of multi-clouds concerns the possibility to migrate execution en-
vironments across different providers as transparently as for single clouds. This lack of flexibility is
mainly due to provider lock-ins and incompatible technological choices.
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Several GPH-based NV architectures may provide a user-centric virtualization layer that could be exe-
cuted over different providers to implement a multi-cloud abstraction layer. However, such solutions do
not really present a minimal TCB architecture or address security and interoperability simultaneously
without requiring more than two layers of virtualization.
A container-based design might represent a very good trade-off between legacy support, interoper-
ability, near-optimal performance, also providing good scalability. However, security and control
requirements are not completely satisfied.

Fulfilling the legacy support requirement: nested virtualization

To encourage its adoption, a multi-cloud architecture should require minimal porting effort in appli-
cation and control logic adaptation. NV inherits the GPH transparency, allowing to control resources
with the same interfaces. CBH and MH introduce a new control logic and/or hypervisor interface.

Design principles: a summary

A SUPERCLOUD virtualization architecture with a hybrid design could be a viable solution to achieve
a reasonable trade-off between the key requirements for computation. In the following, we will thus
present a new virtualization architecture combining NV, MH, and CBH. Leveraging NV interoperabil-
ity and legacy support, the architecture provides to users a transparent federation of multiple-provider
resources. It also features a MH including CBH-like modules as NV lower-layer hypervisor for a min-
imal TCB and to enable users to directly control hypervisor resource management components.

7.1.2 Self-management architecture

Distributed cloud infrastructures take complexity and threats to the next level compared to single
clouds. Vertically, vulnerabilities across infrastructure layers add up to heterogeneity of defenses,
which must now also be considered horizontally across cloud providers.

Mitigating security complexity: transparent self-protecting multi-cloud

Autonomic security management has been gaining momentum as simpler, faster, and more flexible
approach to respond to threats. In a self-protecting system, security parameters are autonomously
negotiated with the environment to match the ambient estimated risks to provide an optimal level of
protection [58]. This is realized through autonomic security loops with stages of detection (monitor,
capture security context), decision (elaborate reaction plan to come back to secure state), and reaction
(enforce security response to eradicate the threat). This approach enables lighter administration,
increased reactivity, lower security management costs, and graduated threat response.
SUPERCLOUD includes different infrastructure dimensions (multi-layer, multi-provider) and security
services. A security response can thus only be elaborated through orchestration of multiple auto-
nomic security loops. One needs to distinguish vertical (cross-layer) and horizontal (multi-provider)
dimensions of orchestration (see Figure 7.1).
Security management may also be envisioned more broadly than pure detection and threat prevention.
Other security services may be considered such as managing trust (e.g., proving, verifying trust as-
sertions). Other non-functional services (e.g., energy efficiency) are also possible. Orchestration then
amounts to coordination of per-security service autonomic security loops, possibly composed with
other autonomous systems (e.g., for energy efficiency).

Reconciling security automation and exploding layer complexity: cross-layer self-protection

Vertical security orchestration aims to automate security within and across layers of the distributed
cloud. The cross-layer approach is expected to improve security by helping to capture the overall
extent of an attack spanning multiple layers and to better respond to it.
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Figure 7.1: Horizontal and vertical loop orchestration [189]

� User control and security automation may apply to different levels of the infrastructure: VMs,
containers, user-centric virtualization stack, user-controlled modules in the provider infrastruc-
ture... Layer Orchestrators (LO) are introduced to control security in each level. An LO ma-
nipulates security information gathered from probes in the infrastructure, and uses enforcement
points to modify the layer security state. A Vertical Orchestrator (VO) achieves cross-layer
self-protection through LO coordination.

� The extent of this control depends on the openness of the underlying provider infrastructure:
deeper control in the layers of a private cloud (OpenStack) is more likely than in a public cloud
(Amazon EC2). An extra component, the Arbiter, may be needed to capture and enforce trade-
offs between user and provider control over security. This arbiter would typically steer multiple
VOs: one handling user-controlled security (as previously), and another capturing provider-
controlled security – the provider may already have its own security supervision system1.

Reconciling security automation and provider heterogeneity: cross-provider self-protection

Horizontal orchestration aims to provide a homogeneous level of security across clouds. Security
automation is considered independently from the underlying providers, e.g., to detect and mitigate
threats propagating from provider to provider. Corresponding reaction policies may be distributed
and enforced using security mechanisms of underlying providers. Control points to achieve such
homogeneity may be the VOs defined previously (typically one per provider).

� A unique Horizontal Orchestrator (HO) may control the whole set of underlying provider clouds.
This approach offers high user control, but low scalability. The HO is also a single point of failure
and privileged target for attacks.

� HOs may also collaborate using different patterns [122]. Design alternatives are similar to those
for network control for SDN architectures (see Deliverable D4.1). Peer-to-peer interconnection
offers high scalability, but may require sophisticated protocols to achieve true interoperability
and automation if the number of providers increases. The HO can also act as broker between
VOs controlling a subset of the multi-cloud infrastructure (e.g., as OpenStack availability zones).
This allows to negotiate the conditions of security interconnection between heterogeneous security

1The Arbiter could also steer other VO/LO-based autonomous management systems for other concerns than security
(e.g., for energy efficiency).
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management systems. Hierarchical HOs are also possible to distribute control. The latter option
tends towards higher levels of optimality for the security response, but with greater complexity
as the number of hierarchical levels increases.

� Horizontal orchestration may be centralized among all user-centric clouds (1 single HO for all
U-Clouds), completely decentralized (1 HO per U-Cloud), or hybrid.

Once the security management architecture is thus defined, the last step is to embedded it into
the virtualization architecture. This means placing detection, decision, and reaction components of
autonomic security loops in the different virtualization layers and across providers to achieve true
unified automated security management of the multi-cloud system.

7.2 Architecture high-level overview

7.2.1 Positioning in overall SUPERCLOUD architecture

Figure 7.2: Relation between computing virtualization architecture and overall architecture

Figure 7.2 gives a high-level overview of the overall SUPERCLOUD architecture defined in D1.1.
SUPERCLOUD considers multi-provider cloud infrastructures – typically a federation of public clouds
(Provider 1 in Figure, e.g., Amazon EC2) with low openness and private clouds (Provider 2 in Figure,
e.g., OpenStack) with higher openness enabling greater user control over the infrastructure.

� User-centric clouds (U-Clouds) run above providers in a provider-independent manner.

� A SUPERCLOUD hypervisor. This should be understood as a conceptual distributed virtual-
ization infrastructure for running U-Clouds above compute, data, and network resources of the
different providers. The SUPERCLOUD hypervisor is viewed as formed of several abstraction
layers for compute, data, and network resources (represented on the Figure as stacked layers,
but without any hierarchical relationship).

� Security services (captured as SUPERCLOUD security) guarantee protection of U-Clouds, e.g.,
self-management of security. U-Cloud protection may be customized thanks to User-centric Sys-
tem Services (USS) that extend user-control of the U-Cloud from the SUPERCLOUD hypervisor
into the lower layers of the provider infrastructure (private cloud case).

The virtualization and self-management architecture for computing resources specified in D2.1 aims
to define: (1) the structure of the compute abstraction layer; and (2) the corresponding security
services for computation in the SUPERCLOUD security component. The next two sections provide
respectively high-level overviews of the computing virtualization architecture alone (Section 7.2.2),
and including security self-management features (Section 7.2.3).
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7.2.2 Virtualization architecture
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Figure 7.3: Computing virtualization architecture: (a) single provider; (b) multiple providers

Figure 7.3a gives a high-level overview of the virtualization architecture without self-management
features for a single provider. U-Cloud implementation relies on nested virtualization which offers
interesting benefits in terms of both interoperability and security to guarantee VM protection in
spite of untrusted virtualization layers. Two layers may be distinguished: the Lower-Layer (or L0)
controlled by the provider, and the Upper-Layer (or L1) controlled by users.

� In L1, the user can run Execution Environments (EE) which may be VMs (named L2 VMs), or
containers – in which case the L1 virtualization platform is a container-platform, Docker style.
L2 VMs may be end-user VMs (hosting applications) or management services (e.g., appliances,
L1 Dom0). Multiple L1 instances may be deployed across providers (see Figure 7.3b), e.g., to
migrate EEs transparently. This requires interfacing with the WP4 network architecture.

� L0 contains the provider hypervisor and its services. The type of hypervisor may depend on
openness of the provider. L0 may be a GPH for a public cloud (e.g., Xen for Amazon). For a
private cloud, more modular forms of hypervisors such as a MH may be preferred. This enables
clean separation of provider-controlled services (PSS) and of a part of L0 under user control.
Typically: a VMM component for core virtualization functions, e.g., L1 VM creation/deletion;
and infrastructure services (USS), e.g., checkpointing/recovery, live migration, etc.

7.2.3 Virtualization and self-management architecture

Overview

Figure 7.4 shows a high-level overview of the virtualization for computation including self-management
features. Two parts should be distinguished:

� The virtualization infrastructure provides a distributed abstraction layer for computing resources
spanning multiple cloud providers. The general system design was briefly presented previously
and will be explained in more detail in Section 7.3.

� The self-management infrastructure implements autonomic security management for the dis-
tributed cloud (see Section 7.1.2). Security self-management is addressed both:

– Vertically: self-management is realized through a hierarchy of LOs controlling security
in each layer: VM/container, L1, and L0. LOs are coordinated by an overall security
manager in charge of supervising cross-layer security management. A similar provider-
controlled security supervision framework aimed at guaranteeing the protection of its own
infrastructure is represented here for simplicity. Such a design is provider-specific, and other
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Figure 7.4: Overview of virtualization architecture with self-management features

designs may be possible. An arbiter component manages trade-offs between provider and
user control over security, such as negotiation over SLAs and security policies. In the design
shown, each such hierarchy is U-Cloud-specific to customize self-management per group of
customers forming the U-Cloud. Self-management could also be shared among U-Clouds.

– Horizontally: self-management is handled by an horizontal orchestration framework, with
several possible designs (see Section 7.1.2).

This architecture needs to be enhanced with a number of features:

� Isolation and trust : different types of isolation technologies should be supported, e.g., relying
on hardware security mechanisms; trust management should also be explored vertically across
infrastructure layers, horizontally across providers, and across users. The corresponding compo-
nents will be presented in Section 7.4.

� Configuration compliance: this service is needed for auditability, towards regulatory authorities,
or towards customers to increase the level of trust on the security hygiene of the distributed
cloud. This component may typically be implemented as an USS to have an overall view of the
U-Cloud, independently from provider claims. Its design will be presented in Section 7.6.

� Authorization: one authorization component is needed to perform resource access control at
different levels of the infrastructure. Its design will be explained in Section 7.7.

� Policies and orchestration: more details are needed regarding user-centric definition of security
policies, relation between vertical and horizontal self-management, and orchestration of different
security services. Those elements will be explained in Section 7.5.
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Figure 7.5: Relation between self-management and authorization components

Regarding self-management, additional components are needed (see Figure 7.5) such as a SUPER-
CLOUD front-end (or Frontal) in charge of capturing customer security requirements. We envision
also Brokering, Negotiation and Arbitration capabilities that can be embodied in this Frontal in a
centralized approach (as depicted in the Figure 7.5), or scattered among several dedicate components
in a distributed view.

� Brokering encapsulates the discovery and advertisement of cloud services. The Broker is also
responsible of reservingthe necessary resources with one or many providers in other to fulfil the
customer requirements.

� Negotiation tries to reduce the gap between customers requirements and providers constraints.
The solution proposed after negotiation should reflect the optimal configuration for both parties.

� Arbitration aims at solving conflicts that may arise between Customers and Providers.

U-Cloud deployment over a provider infrastructure is managed by the Self-Management Component.
We focus here on its role to manage access control decisions.

In the previous Figure, we consider using two authorization management mechanisms. The Horizon-
tal authorization manager is in charge of making access control decisions across tenants, users and
providers. The Vertical authorization manager manages access control decisions across layers. In some
cases, horizontal and vertical authorization decisions may be in conflict. In such events, we rely on
the Self-Management Orchestrator to resolve such conflicts and arbitrate between both decisions2.

2As the joint use of MotOrBAC and OrBAC API (cf. Section 7.5.1) can detect and resolve conflicts within authoriza-
tion policies, its use for this purpose requires few effort and minor adaptations. This framework and other authorization
frameworks will be presented in Section 7.7.
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7.3 Computation hypervisor

7.3.1 High-level design
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Figure 7.6: Computation hypervisor system design

There are two main alternatives to service provider VM protection: (1) direct security control by the
customer; and (2) protection by the cloud provider. In (1), security is managed through customer-
controlled appliances or intra-VM mechanisms, but remain with very limited privileges. In (2), protec-
tion is achieved through provider-controlled appliances or hypervisor-level mechanisms. The objective
of the architecture of the hypervisor component is to overcome flexibility limitations that tie infras-
tructure services to the provider, causing vendor lock-in for the customer.
For the computation hypervisor, we adopt a design that is a combination of micro-hypervisor (MH),
component-based hypervisor (CBH), and nested virtualization (NV) architecture. The general system
design of the hypervisor is shown in Figure 7.6.
We consider a NV-based design to support U-Clouds [195]. The architecture is composed of two
independent virtualization layers: the Lower Layer (LL) (L0 virtualization layer) and the Upper
Layer (UL) (L1 virtualization layer):

� The LL is composed of a MH under provider control and of a set of user-land infrastructure
services for increased user control over U-Clouds. Leveraging the strict modular architecture of
MH, the TCB is now reduced and some of most failure-prone components (e.g., device drivers)
are now outside the architecture core.

� The UL federates cloud resources in a provider-independent manner. It implements intercon-
nection between different providers. The UL also enables to realize the U-Clouds, ranging from
lightweight and less isolated EEs (e.g. Linux Containers) to typical IaaS EEs (e.g. hardware-
assisted VMs). It provides the means for full U-Cloud SLA customization, notably through
configuration of the required LL-level user-infrastructure services.

7.3.2 LL design

The general LL design is hybrid between minimizing the virtualization layer (MH à la NOVA [177])
and control disaggregation with several user domains (CBH à la SSC [47]). We assume the provider-
layer to be MH-based. This assumption may hold for an open cloud provider architecture. This design
choice provides a solid foundation to meet all vertical features, notably smaller TCB size and enhanced
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global security such as guaranteeing VM security even if intermediate layers are compromised. This
assumption does not seem unreasonable for upcoming years as:

1. Despite most current IaaS platforms still being GPH-based, there is a strong trend towards
making the hypervisor more minimal and flexible, as witnessed by disaggregation of hypervisors
of the mainstream IaaS platforms;

2. MHs themselves are becoming component-based, with possibility of interoperability to avoid any
further risk of IaaS lock-in as shown by first multi-MH OSes.

The MH core layer provides a tiny set of key kernel features, e.g., scheduling, MMU management, IPCs,
handling VMX-related events and interrupts. Following CBH principles, each user controls a VMM
and a set of user-space services. The VMM is a lightweight implementation of the L0 hypervisor logic,
with the same reliability and security benefits as in NOVA. The VMM is also crafted to enable NV
through support for running nested VMX instructions. User-space services enable users to customize
infrastructure resource management for their U-Clouds. The cloud system administrator directly
controls resource management policies, system-wide resource multiplexing, and device drivers, but
without control over the MH core.

� User standpoint: the LL architecture increases control over infrastructure, adding incrementally
new infrastructure management services under the hood without disrupting legacy applications.

� Provider standpoint: security is strongly enhanced due to two-level isolation by the MH core and
L0 hypervisor virtualization. Integrity of user-controlled L0 system services can be guaranteed
through hardware security mechanisms (e.g., Intel TXT/SGX technologies).

7.3.3 UL design

The general UL design does not export hardware resources with a single interface, but with a spectrum
of interfaces of varying abstraction levels. Indeed, the UL should allow building U-Clouds where VM,
network, and storage SLAs may be personalized independently from the underlying provider. Such
U-Clouds may be defined at the PaaS or IaaS levels. We consider a L1 virtualization platform enabling
to support both VMs and containers, and thus having a flexible virtualization interface, ranging from
hypervisor to OS-level virtualization on which such EEs may run [185].
Extending the Library OS philosophy that adapts the OS to the application [115], the L1 platform
should adapt the virtualization technology to applications according to different trade-offs. The UL
should thus realize the widest possible spectrum for supported L1 virtualization techniques. Even-
tually, the UL will support dynamic on-demand provisioning of virtual execution environments with
their GPH/container-engine.
The L1-virtualization platform is GPH-based to guarantee interoperability and other horizontal fea-
tures through an inter-cloud blanket layer [195].

7.3.4 Relation to isolation technologies

The virtualization architecture may support several types of isolation technologies (see Section 7.4):

� Single provider : the architecture may be mapped to both CloudVisor (see Figure 7.7a) and
Self-Service Cloud (SSC) isolation architectures (see Figure 7.7b), notably in terms of trust
model. Figure 7.8a and Figure 7.8b show how the virtualization architecture allows to express
those designs. Figure 7.9 summarizes where the SUPERCLOUD architecture stands w.r.t. flex-
ibility and security compared to existing designs such as CloudVisor (security only for single
clouds), XenBlanket (interoperability for multiple clouds with no security), and SSC (security
and user-control but for a single provider). Further work is needed to see the SUPERCLOUD
virtualization architecture can express other isolation technologies such as TEE/hardware mech-
anisms (e.g., Intel SGX) or purely cryptographic techniques.
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(a) (b)

Figure 7.7: Isolation architectures: (a) CloudVisor; (b) SSC

(a) (b)

Figure 7.8: Mapping SUPERCLOUD virtualization architecture to: (a) CloudVisor; (b) SSC

Figure 7.9: SUPERCLOUD virtualization architecture vs. other virtualization designs
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� Multiple providers: relation with SDN-based network isolation, as studied in WP4, may also
be established. Further refinement of this preliminary architecture is needed to specify the
link between the L1 hypervisor components forming each side of a distributed U-Cloud and
the network hypervisor and SDN controller components of the WP4 network architecture that
notably manage network-wide isolation between tenants.

7.4 Isolation and trust management

Components managing isolation and trust can be divided into a “software” trust management frame-
work and a “hardware” trust management framework. Section 7.4.1 describes a preliminary trust
management management architecture. Sections 7.4.2 and 7.4.3 then present respectively “software”
and “hardware” trust management frameworks.

7.4.1 Trust management architecture

Figure 7.10: Trust management architecture

A preliminary trust management architecture is shown in Figure 7.10. Chains of trust (CoT) are
established between components of the infrastructure. Each element in the CoT vouches for the
trustworthiness of the next. This approach is advocated by the Trusted Computing Group (TCG).
Integrity of a component may be verified by following the CoT to a Root of Trust (RoT), usually
protected by tamper-proof hardware such as a TPM.

� Vertically, the distributed cloud infrastructure is modeled as several layers, software and hard-
ware containing resources. The physical layer consists of computing (CPU, memory) and storage
hardware resources. The virtual layer contains the VMs (virtual CPU and memory) and virtual
storage. The application layer leverages virtualized resources to run applications. One or several
virtualization layers manage allocation of host resources among VM instances.

� Horizontally, the infrastructure is seen as a federation of provider domains that manage resources
within a given perimeter, and according to a common policy. To simplify, we assume domains
are layer-specific. Domain federations group together domains in each layer. In reality, the
infrastructure is two-dimensional, with cross-cutting layers and domains.

The figure shows how, similarly to self-management, a hierarchy of trust managers may be defined
in each layer of the virtualization architecture to build CoT vertically across layers. Trust managers
may either be user-related or provider-related. A central SUPERCLOUD trust broker is also defined
to manage multi-provider trust relationships.
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7.4.2 “Software” trust management framework

The “soft” aspect of trust aims at managing trust relationships across users and across providers. This
task is achieved by the Trust Manager embodied in the self-management architecture and illustrated
hereafter.
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Figure 7.11: Trust manager overview

As depicted in the Figure 7.11, the Trust Manager is built upon six components that we briefly present
hereafter.

The Feedback Analyzer is responsible of the collection and analysis of feedbacks and opinions. The SLA
analyzer is responsible of extracting and evaluating SLA metrics. The Credentials Analyzer builds
chains of trust and evaluates the validity of credentials. The Trust Requirements Analyzer parses
and extracts trust requirements. The Trust Analyzer encapsulate the schemes used to compute trust.
Finally, the Trust Requests Manager orchestrates and coordinates the collaboration of the aforemen-
tioned components.

A more detailed description of each of the above components can be found in deliverable D1.2.

7.4.3 “Hardware” trust management framework

The “hardware” trust management framework relies on components for managing isolation (i.e., iso-
lation technologies), for handling cross-layer trust, and on hardware security mechanisms (i.e., to
establish RoT), as shown in Figure 7.12.
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Figure 7.12: Hardware trust management components

7.4.3.1 Isolation technologies

As mentioned before, the hypervisor and virtualization architecture could be adapted to support both
CloudVisor and SSC virtualization architectures (see oudVisor is a nested virtualization architecture
that is designed to protect security and privacy of the clients from the administrative domain. Because
the CloudVisor TCB is very small, it has a smaller attack surface. It also uses cryptography to ensure
security and privacy of client VMs. Moreover, it provides protection to virtual disks owned by a VM
through I/O encryption. Compared to CloudVisor, SSC provides more flexibility to clients to control
their VMs. Additionally, it does not rely on nested virtualization and therefore has less overhead on
client VMs. Finally, by using MTSDs the cloud provider and clients can execute mutually-trusted
services for regulatory compliance.
To give clients more control over their cryptographic operations, the CaaS architecture can also be
adapted. In CaaS, clients can establish and control Cryptography-as-a-Service in the cloud where
they can securely provision keys, and even implement a private security module such as Virtual
Hardware Security Module (vHSM) or smartcard. A client-specific secure execution domain protects
the execution of all cryptographic operations. CaaS will also provide a protection for legacy VMs that
are not adapted to this architecture.
Figure 7.13 shows the adaption of CaaS in the overall architecture. Domain management tasks are
moved to a new Trust Manager. The Trust Manager is privileged to build new domains, and is
chained to the TPM to provide trust inside the module with capabilities such as machine hardware
encryption, signing, secure key storage, and attestation. Provider Security Services (PSS) are then
degraded to an untrusted domain while keeping its purpose as administrative domain. The PSS
have access to the hardware but are not able to access the memory of the Trust Manager. Within
each U-Cloud, cryptographic operations and primitives are encapsulated into a separate client specific
Secure Domain (SD) to isolate them from the vulnerable client VMs. The SD is deployed so that it
will prevent internal and external adversaries from accessing the U-Cloud secrets. This protection is
integrated in the entire VM life-cycle. Through SDs, U-Clouds interact with virtual TPM (vTPM)
instances that are implemented in Trust Manager. The keys of this vTPM instance are bound to
the hardware TPM. The SD is within the same level as the L1 hypervisor and acts as a transparent
secure device proxy layer between each U-Cloud and the Trust Manager. This layer can be used to
for example booting a fully encrypted VM image.
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Figure 7.13: Isolation technology: adaptation of CaaS and SSC in the architecture

7.4.3.2 Cross-layer trust management

The TCG approach may be extended to manage trust relationships in the cloud through CoTs [1].
Central is the process of remote attestation: a Trustor (client) can decide based on provided evidence
regarding configuration of a Trustee (server) on its authenticity and on its integrity, i.e., is the resource
in a trustworthy state. Two main issues have to be resolved:

� Interference between transparency and trust management: due to multi-layering, if a CoT is
broken, the user might need to become aware of infrastructure details which are normally hidden
from him. This might take time to assess again the trustworthiness of the infrastructure. Thus,
trust anchors needs to be established to be able to re-compute trust from intermediate points
in layers, without starting again at the bottom in the physical layer.

� Compositional CoTs: when resources are managed as a group, e.g., as in domains, the issue is
how to compute the group CoT from member CoTs.

It may be assumed that each abstraction (resources, domains, federated domains) of the infrastructure
model has a RoT [1]. Attestation works by having each cloud resource endowed with a client agent
(CA) monitoring the resource state and providing assurance of its trustworthiness and having a server
agent (SA) located in the cloud manager to perform verification of resource trustworthiness.

� Single resource CoTs: In the physical layer, integrity is guaranteed using the TPM chip that can
perform secure integrity measurement (e.g. reliable measurement, storage, and reporting). For
the virtual and application layers, one option could be to rely on a virtual TPM [25]. However, the
trustworthiness of the link between TPM and vTPM might be broken due to cloud dynamicity,
e.g., VM creation and destruction. The proposed approach is to rely on the compositional CoT
to derive the RoT of one layer from the CoTs of groups of resources in lower layers.
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� Compositional CoTs: In the physical layer, for a single domain, the domain RoT is chosen as the
cloud manager SA CoT. The domain CoT is essentially the combination of the CoT of that agent,
and of the CoT of a resource in the domain. For multiple domains, the resulting CoT is the CoT
of one of the member domains. In the virtual layer, the CoT of a domain is the combination
of the CoT of the underlying federated domains in the physical layer, and of the CoTs of the
resources member of the virtual layer domain. For the application layer, the approach is similar,
this time relying on virtual layer domains instead of physical layer domains.

The overall result is a set of trust anchors at the application layer (for SaaS users), at the virtual
layer (for PaaS users) and at the physical layer (for IaaS users) allowing to recompute trust from
intermediate points, instead of from the ground up.
To implement the cross-layer trust management component, we are currently extending the VESPA
self-protection framework [190] to implement such a trust management model for SUPERCLOUD to
enable remote resource attestation.

7.4.3.3 Hardware security mechanisms

The Trusted Platform Module (TPM) is a dedicated chip which was designed according to the Trusted
Computing Group (TCG) Specification. Figure 7.14 represents an approach utilizing a TPM to inte-
grate trustworthy components in the hardware design.

Figure 7.14: Usage of a TPM in the SUPERCLOUD architecture

The TPM I/O block is the interface which is connected by means of a so called Low Pin Count bus
(LPC bus) with the mainboard and links the chip to the external world. A TPM offers technical
features for the generation of asymmetric keys for RSA encryption and decryption for a key length up
to 2048 bits. Each TPM can be exactly assigned to a unique Endorsement Key (EK) which approves
the validity of a TPM. Related to the EK are the Storage Root Key (SRK) and Attestation Identity
Key (AIK). The SRK protects application generated TPM keys to be unusable without the directed
TPM. The AIK is only used for signing values which are stored in the volatile storage Platform
Configuration Register (PCR). Further on, SHA-1 and MD-5 hash algorithms are supported by the
chip and a physical random number generator is implemented too.
Not only the TPM, but even other architecture components need to be trustworthy to provide trust
inside the module. The Core Root of Trust Module (CRTM) as part of the BIOS measures the integrity
of the underlying code with a hash function and stores measured values secure and digitally signed in
the TPM. For the communication between a TPM with an application, binding is used to encrypt data.
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When binding is applied, the non-migratable SRK encrypted data is bound to a specific platform. To
extend this function, the platform’s state at the time of encryption [64] is added to the ciphertext and
it can be decrypted when the platform has the state as it had when it was created. This method is
called sealing.
In order to ensure that the Chain of Trust (CoT) is adhered and only trusted users may have access
control, the TCG defines five types of credentials [2] to help to verify these permissions: Endorsement
Credential, Validation Credential, Conformance Credential, Platform Credential and Attestation Iden-
tity Credential. The usage of a TPM and these credentials modifies a normal system to be a Trusted
Platform (TP).
Although operations on critical data are performed inside the TPM and it protects against software
attacks, a disadvantage is that a single TPM is connected to a single platform with a single owner
which makes it ineffectual for cloud computing environments. A solution proposed in [25] illustrates a
model where virtual TPMs (vTPM) are used on a layer over a trustworthy Trusted Virtual Machine
Monitor (TVMM) hypervisor which binds securely the physical module to the virtual one. Each vTPM
Manager which initializes a single or more vTPMs is built in a virtual machine (VM) that is located
on the TVMM virtualization architecture. A vTPM can be only initialized, when the infrastructure
with a physical TPM is considered as trustworthy. Otherwise, it cannot be installed. The advantage
of this solution is the usage of only a single physical hardware module as a RoT to be used in cloud
computing environment. Thereby the same features as with a physical TPM are usable, because a
VM is bound as long as its lifetime to a virtual TPM instance [25].

7.5 Security self-management and orchestration

Figure 7.15: Overall self-management architecture for computation

Figure 7.15 gives a high-level overview of the components involved in self-management for computation,
refining the overall WP1 self-management architecture. The architecture is layered, inspired from the
NFV specification.
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In this architecture, at the bottom is the SUPERCLOUD hypervisor, with computation, data, and
network layers. The computation part has already been described previously. The hypervisor allows
to run U-Clouds which contains computation, storage, or network resources, above multiple providers.
We make the assumption that the virtualization layer contains probes (for detection), and enforce-
ment points (for reaction), abstracted on the Figure as Detection and Reaction Agents (DRA). DRAs
are considered security service-specific (e.g., for intrusion detection/prevention, authorization, trust
management), and operating on a specific layer (computation, data, network). Some DRAs may be
used for several security services. Some security services may also have DRAs in multiple computa-
tion/data/network layers.
Above is the SUPERCLOUD Enforcement Point. It provides a per-security service view of DRAs, ag-
gregating detection/reaction independently from virtualization layers. It contains the overall security
context of the infrastructure, or reaction plan to carry out, to be enforced in lower layers.
Finally, the SUPERCLOUD Orchestrator encapsulates security decision-making. It contains:

� Different Security Services such as authorization, trust management, or security supervision
understood as intrusion detection/prevention for computation. Other security services such
as a security storage (defined in WP3), or a network security (defined in WP4) may also be
considered, but are outside the scope of WP2.

� An overall Security Orchestrator that defines how to compose together the different security
services, in a similar way to the NFV Orchestrator.

A last component, the Security Planner is in charge of preparing the security response for the Security
Orchestrator. It notably takes into account the security SLA requested by the user upon creation of
the U-Cloud, and security constraints expressed by each underlying cloud provider.

7.5.1 User-centric security policy manager

The user-centric security management is carried out by an adaptation of MotOrBAC [63, 11]. MotOr-
BAC is a tool that allows users to specify and simulate their policies. The tool is build on the top of
the OrBAC API which can be integrated to applications or cloud layers to interpret OrBAC policies.
The general architecture of the MotOrBAC tool is depicted in the figure hereafter.
The OrBAC API provide several OrBAC policy implementations:

� The first implementation uses a custom inference engine which uses the join/fork framework from
java 7 to provide an efficient derivation process. This is the default implementation suggested
to the user when creating a policy. The policy is saved as a XML document where the abstract
and concrete entities are stored.

� The second implementation is derived from the previous implementation and uses the same
inference engine. The abstract policy is stored in an XML file and the concrete entities are
stored in a Mysql database.

7.5.2 Planner

As highlighted above, the planner is responsible of extracting the user’s description of the expected
cloud configuration in terms of required components (and inter-connectivity), as well as the desired
security and performance level. To that aim, the Planner will parse the active SLA to identify the
configuration that needsto be deployed by the provider.

Parsing the SLA will allow the Planner to extract parameters that will be used to generate deployment
templates. These templates are used to allocate, place and configure the instantiated user cloud.
The planner is also used by the Orchestrator to plan reactions to security threats such as attacks and
intrusions,
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Figure 7.16: The MotOrBAC architecture

7.5.3 Security supervision framework

To implement vertical and horizontal SUPERCLOUD security self-management, we leverage on the
VESPA (Virtual Environments Self-Protecting Architecture) framework [190]. VESPA explores self-
protection to detect and react to threats in IaaS cloud infrastructures, with well-known benefits for
security management automation such as lighter administration, lower incident response times, or
reduced error-rates.

The VESPA framework

VESPA is built on the following principles: (1) policy-based self-protection, i.e., the architecture should
be a refinement of a well-defined security adaptation model based on policies; (2) cross-layer defense,
i.e., detection/reaction should not be performed in a single software layer, but may span several lay-
ers; (3) multiple self-protection loops, i.e., several control loops of variable granularity level should
be defined and coordinated; and (4) open architecture, i.e., multiple detection and reaction strate-
gies/mechanisms, e.g., off-the-shelf security components, should be easily integrated in the architec-
ture, to mitigate both known and unknown threats.
VESPA regulates protection of resources through several coordinated autonomic security loops which
monitor the different infrastructure layers. The result is a very flexible approach for self-protection.
Its main features are: (1) policy-based security adaptation based on a self-protection model capturing
symmetrically and flexibly both detection and reaction phases; (2) two-level tuning of security policies
according to security contexts both inside a software layer and across layers; (3) flexible orchestration
of layer-level self-protection loops using system-wide knowledge to allow a rich spectrum of overall
infrastructure self-protection strategies; and (4) a layered, extensible architecture allowing simple
integration of commodity detection and reaction components thanks to an agent-based mediation
plane abstracting security component heterogeneity.
VESPA considers security management orthogonally to infrastructure layers. Self-protection is achieved
through a set of autonomic loops operating over a number of components organized into four distinct
planes, shown in (see Figure 7.17).
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Figure 7.17: VESPA cross-layer self-protection

The Resource Plane contains the resources to be monitored and protected. The Security plane contains
commodity detection and reaction components that deliver security services such as monitoring (e.g.,
IDS) or control (e.g., firewall) of resource behavior and/or state. The APIs of those components are
usually vendor-specific. The Agent Plane abstracts away security component heterogeneity by defining
a mediation layer between security services and decision-making elements. This plane is built from two
hierarchies of agents, one for detection, and another for reaction. Leaf agents are adapters between the
VESPA framework and the security components to translate vendor-specific APIs into a normalized
format both for detection and reaction. They enable to plug-in third-party security components within
the framework. Higher-level agents are in charge of alert correlation or of reaction policy refinement.
The Orchestration Plane contains the decision-making logic. It is composed of two types of autonomic
managers: Layer Orchestrators (LOs) perform layer-level security adaptation; Vertical Orchestrators
(VOs) are in charge of cross-layer security management.

Extending VESPA for SUPERCLOUD security self-management

This architecture is particularly well suited for resource integrity monitoring and remediation. It
is applicable both for cross-layer self-protection and for inter-cloud end-to-end protection [120]. In
SUPERCLOUD, we plan to extend VESPA to also take into account: (1) more layers than a normal
IaaS, due to the use of nested virtualization; (2) provider vs. user control arbitration; (3) cross-
layer trust management. A sample VESPA-based architecture to implement cross-layer security self-
management in the SUPERCLOUD virtualization architecture is shown in Figure 7.18.

7.6 Compliance manager

The most appealing traits of cloud computing are its scale and elasticity as users can request resources
and obtain them quickly. In order to provide such service while remaining profitable, cloud operators
rely on resource multiplexing over a large infrastructure. Naturally, this comes with a price: as
operational complexity increases, mistakes, especially configuration errors, are bound to happen [148,
171, 80]. Downtimes caused by these mistakes are particularly costly [183, 6].
Additionally, the size of system and network administrator teams increases with the size of the infras-
tructure. In particular in virtualized infrastructures that are not yet fully automated, coordinating
the administrative activities can be hard. Changes of different administrator may be dependent on
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Figure 7.18: Integration of self-protection into virtualization architecture

each other or are even conflicting. Furthermore, administrators need to know who changed what in
the infrastructure, particularly in cases of problems.
Even though concepts like automation and customer self-service may mitigate some management issues
due to human intervention, the fundamental problems of misconfigurations and accountability are still
present. Automation software itself could issue wrong changes to the infrastructure, either due to
software bugs or a wrong configuration of the automation [146, 145, 53]. Assessing the underlying
changes to the infrastructure with regard to security and function requirements is crucial for both
fully automated as well as manually managed infrastructures.
Tool-support and systematic processes are required to tackle the problem of managing complex virtu-
alized infrastructures. We observe that there is a natural correspondence between configuration man-
agement and software engineering; and that software engineering is a mature field, where large scale
projects, holding several million lines of code, are actively being developed (Linux kernel, Eclipse [135],
Mozilla [137], etc.). Drawing from the best practices in software engineering, we highlight a parallel
to cloud configuration management. We show how processes, built around version control systems
(vcses) could be applied to cloud configuration management at the infrastructure level.
We propose a configuration management system, called cctv, that cloud providers and their admin-
istrators could use to reduce misconfigurations, facilitate collaboration, and provides accountability.
In particular, we aim for the following goals:

� Change Reviews and Collaboration: To prevent misconfigurations, changes are reviewed before
applied to the infrastructure. Our tool allows both reviews done by human administrators as
well as by an automated analysis of changes with regard to security policies or SLAs. In addition,
multiple administrators could coordinate and be aware of each other changes. cctv facilitates
this collaboration and also detects conflicting changes.

� What-If Analysis: We allow the simulation of large infrastructure changes consisting of mul-
tiple steps for the current infrastructure. The resulting infrastructure state will be subject to
automated analysis or human review before deployed to the infrastructure.
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� Accountability: Our tool maintains who has changed what, when and how in the infrastructure.
This supports failure diagnosis as well as the mitigation of insider threats.

These goals are in line with requirements for cloud compliance. We need to be able to: 1) specify a
compliant state as a policy and have an automated way to check that; 2) perform change reviews (either
manually or automated) to prevent that the system becomes incompliant; and 3) provide accountability
of infrastructure changes to document who changed what. Our proposal offers an automated approach
in supporting operators of virtualized and cloud infrastructures in their compliance fulfillment.

7.6.1 CCTV - the core concepts

cctv (Cloud Configuration Through Versioning) is based on three core concepts that establish the
link between best practices in software engineering and cloud configuration management through the
use of version control systems.

D

C

B

G

E

commit msg: Add a new VM for tenant 42
state command list:  
• CREATE VM AS V114 ON SERVER S1

                  WITH MEM=4GB, STORE CEPH1
• CONNECT  V114 TO VSWITCH VS10

parent: Efeature/
new-tnt-42

reality

F

Figure 7.19: Example of two branches, ’reality’ and ’feature/new-tnt-42’. For state F, we illustrate
the graph stored inside, as well as other content of state F in the repository.

7.6.1.1 A model of the virtualized infrastructure as state

In software development, a state in a vcs contains the source code in the form of files and directories.
In our case, the state is the topology and configuration of a virtualized infrastructure in the form of
a graph model. The typed nodes of such a graph are infrastructure elements, e.g., virtual machines,
virtual switches, but also physical hosts (hypervisors). The edges represent topological relationships
between nodes, e.g., the fact of a virtual machine running on a hypervisor is represented by an edge.
The graph model is populated in an automated way by extracting the configuration of hypervisors
or management hosts of virtualized infrastructures, and then translating the configuration into graph
nodes and edges [38]. The configuration of virtual machines is not a part of this model and hence
cctv is complementary to existing configuration management tools such as Puppet [155], Chef [55],
CFengine [52].

7.6.1.2 Maintaining a history of infrastructure states

A developer in a software project changes the source code by editing files and performs a commit to the
version control system describing the changes, which leads to a new state of the code in the repository.
cctv follows a similar paradigm where an agent, such as an administrator or an automation software,
changes the configuration of the infrastructure through a cloud management API, that provides a set
of operations to transform the infrastructure. Our tool provides an interface to obtain such changes
in a form of a set of operations with their arguments, that is, a change plan. These sets of operations
are then applied to the infrastructure and a new state is created. Furthermore, cctv provides a
mechanism to monitor the infrastructure for changes and correlate them to operations.
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Maintaining such a history of the infrastructure evolution provides enhanced accountability (e.g.,
determining who was responsible for certain changes), as well as analysis opportunities in terms of
metrics (e.g., did the utilization or security compliance degrade over time). Furthermore, “good”
states of the infrastructure can be explicitly tagged and certain erroneous changes reverted back to a
good state, assuming deterministic operations.

7.6.2 What-if scenarios based on branching

The concept of branches in vcs is often used to develop new features in separate branches and merging
them back into a main branch once a feature is completed and properly tested. In cctv, we follow a
similar branching concept where a feature is, for instance, the creation of a new virtual tenant infras-
tructure (creating vms, creating virtual networks etc.). In order to determine how the infrastructure
evolves in a feature branch, we model operations of the cloud management API in terms of how they
change the graph model of the infrastructure. A branch can be analyzed with regard to SLAs, security
policies, functional requirements etc, before considered completed. Then, merging the branch back
into the main branch, which we call reality, actually deploys all the planned changes of the feature
branch.
Existing work on what-if scenario analysis focuses on network aspects [182, 5]. cctv targets virtual in-
frastructures and considers the entire stack (compute, network, storage). Early results and approaches
on the modeling of operations and their analysis have been proposed by Bleikertz et al. [36].

7.6.3 Deployment environments

We target two environments of virtualized infrastructures where cctv can be deployed: Non- or semi-
automated infrastructures as well as fully automated ones. In both environments, agents, i.e., human
administrators or automation software, perform changes on the virtualized infrastructure. These
changes can be problematic either due to misconfigurations by an administrator or due to misbehavior
by the automation software. cctv provides for both environments accountability of changes as well
as the analysis of a change on the infrastructure with regard to security, SLAs, or other requirements.

7.6.3.1 Non/semi-automated virtualized infrastructures

In this environment we are dealing with medium-sized infrastructures that are typically found in en-
terprise environments, which leverage virtualization for higher utilization and efficient management.
These environments face no automation or only partial automation, and human administrators are
responsible for managing the environment. The particular challenges in this environment are miscon-
figurations by administrators due to the complexity of the environment, accountability and history of
changes, as well as collaborative administration.

7.6.3.2 Fully automated infrastructure clouds

Infrastructure clouds are fully automated and large-scale virtualized infrastructures. Automation soft-
ware, such as OpenStack [147], perform resource provisioning and apply the required changes to the
infrastructure, such as spawning new virtual machines or re-configuring the virtual networking com-
ponents. Typically, the automation software uses the same interfaces for configuring the virtualized
infrastructure as a human administrator would do through a client, which means that both environ-
ments behave similar for the underlying infrastructure changes. In this environment infrastructure
misconfigurations may happen due to bugs in the automation software, since they are complex itself,
or that the software was wrongly configured [146, 145, 53]. The goal of cctv is to prevent such mis-
configurations and to provide insights on how the infrastructure evolved over time in terms of security
and other requirements.
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7.7 Authorization

Figure 7.20: Different levels of authorization

7.7.1 Design of the authorization component

Different complementary visions and levels of authorization may be considered as shown in Figure 7.20.
Central is the notion of tenant, which may range from a usage profile over resources, to an access control
group including several users, or to simply a user. Authorization may be:

� Usage control oriented (A): the user requests a security SLA to the SUPERCLOUD which will
instantiate the U-Cloud accordingly after negotiating with underlying providers. A tenant is
then instantiated, giving usage rights to resources to VMs running within the tenant. This is
addressed by the OrBAC authorization framework (Section 7.7.2)3.

� Access control oriented (B): the authorization component controls access to different VMs run-
ning in the tenant according to an access control policy. This is addressed by the MOON
authorization framework (Section 7.7.3).

� Application-level (C): the authorization component controls access to resources between different
applications. This is addressed by our third authorization framework (Section 7.7.4).

7.7.2 Usage control oriented authorization: OrBAC framework

The user-centric of security control advocated in the SUPERCLOUD project calls for a an expres-
sive and flexible authorization and access control framework. To that aim, we propose to adapt the
Organization Based Access Control (OrBAC) infrastructure to model and specify policies. As
presented in Chapter 5, OrBAC aims at modeling security policies that are centered on organizations.
Intuitively, an organization is any entity responsible for defining and/or managing a security policy.
Hence a user cloud can be considered as an organization, but security components such as firewalls or
virtual machines managers can also be modeled as organizations as well.

3This framework may also address access control-oriented authorization (vision B).
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The OrBAC framwork architecture is composed of three elements; (i) the OrBAC API, (ii) the Mo-
torBAC Tool and (iii) the OrBAC Plugins, as show in Figure 7.21 below. This is mainly a conceptual
view of the OrBAC infrastructure, as the three components do not necessary require to be on one
single point within the SUPERCLOUD self-management architecture.
In the following we give a description of the OrBAC API [107] and the OrBAC Plug-ins [63, 11]. We
refer the reader to the Section 7.5.1 for a presentation of the MotorBAC policy Tool.
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Figure 7.21: Architecture of the OrBAC authorization framework

OrBAC API

OrBAC Application Programmer Interface (OrBAC API) [107] is the core component of the OrBAC
framework. It provides also a Java library that can be used to create and manipulate OrBAC policies
within Java Applications. The API features the following OrBAC policy editing capabilities:

� Abstract policy specification: organizations, roles, activities, views, contexts, and abstract rules
(permissions, obligations, prohibitions) can be manipulated. This includes organizations, roles,
activities, and views hierarchies

� Separation constraints and rules priorities can be specified to solve conflicts between abstract
rules

� Several languages can be used to express contexts and entity definitions. Simple ad-hoc languages
have been defined to express temporal conditions or simple conditions on concrete entities (sub-
ject, action or object) attributes. Two more powerful languages can be used, Java and Prolog,
to be able to express a wide range of conditions

� The administration policy, or AdOrBAC policy, associated to an OrBAC policy can be specified
using the same concepts and API methods
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OrBAC plug-ins

Neither the MotOrBAC nor the OrBAC API do include any functionality to deploy and/or enforce
OrBAC policies. To that aim, the pluggins have been proposed to extend the OrBAC infrastructure
with deployment mechanisms. Currently a short list of publicly available OrBAC plug-ins exists but
this list should be extended with SUPERCLOUD specific plug-ins.

7.7.3 Access control oriented authorization: MOON framework

SUPERCLOUD allows building dynamic architectures and provisioning different cloud resources/services
for cloud service consumers. Trust over the provided cloud architecture/service/resource thus becomes
a new challenge. To avoid losing control over IT assets that consumers put in the cloud, a dedicated
security management sub-system called MOON has been developed. The administrator can define
high-level security policies, which can be enforced across the multi-cloud infrastructure.

A policy-based architecture

MOON can be considered as a management layer over OpenStack. It enables to dynamically create
security modules and assign these modules to protect different tenants in OpenStack. The MOON
high-level design and architecture are shown in Figure 7.22. The core part of MOON is its policy
engine. The policy engine is generic to support a large set of security models used by customers,
and robust so that all manipulations on the policy engine need to be proved correct. An extensible
attribute-based access control model called EMTAC was designed to formalize policy specification,
policiesdministration, inter-policy collaboration (, anits corresponding administration policies).

Figure 7.22: MOON:(a) principle; (b) architecture

Implementation

MOON (second release) proposes a dynamic solution to protect each tenant focusing on authorization
that is enforced thanks to installation of a dedicated module in the management plane. All user oper-
ations are then controlled and validated based on this security module. Several additional protection
services are foreseen in future releases. For instance:

� Logging of operations of users and interactions between VMs for traceability and accountability.

� Intrusion detection and run-time security monitoring.

� Network-level security enforcement to enable network protection for SDN controllers. Based on
a defined policy, this feature may allow to configure Neutron, OpenDayLight, etc.
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� Storage-level security enforcement to controlling access to storage blocks or files. Stored data
may also be encrypted based on MOON security policies before transmission over a risky network.

7.7.4 Application-level authorization framework

In this section, we describe our authentication and authorization platform for cloud applications. See
Figure 7.23 for an overview of the concepts discussed below. The authorization model consists of three
main concepts: the identity of the user of a cloud application; the application that the user is running;
and any APIs (e.g., storage or computation) offered by the cloud platform that the application relies
on. At a high level, access to API calls itself is based on authentication both of the user identity and
of the application. If access to an API call for a particular identity using a particular application is
granted (e.g., to the storage API), then along with the API call, information about the identity and the
application is supplied, which the API can then use to determine whether the particular request from
the API call (e.g., “get patientrecords/1047294/scans/4333”) should be satisfied. This second
question, i.e., whether the particular request should be satisfied, is considered application-dependent
and hence not part of the authorization framework. We now describe the concepts determining access
to APIs in more detail.

Figure 7.23: Application-level authorization framework: concepts and relations

APIs

An API is any service offered by a cloud application platform, such as storage or computation. Each
API consists of a number of API scopes. A scope is a logical group of API calls at which access rights
for applications are arranged. For instance, a storage functionality may have upload, download,
and config scopes.

Applications

Applications are pieces of functionality that are used to access APIs. For instance, applications can
be web applications, mobile applications, or desktop applications. Together, several application are
part of a proposition, i.e., a product that provides a specific offering to the market. Applications are
divided into application scopes: logical sets of functionality that require certain access permissions
from an API. Applications (more specifically, specific versions of an application) authenticate to an
API in order to gain access using an application specific secret.
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Identities

Identities are organized through organizations (e.g., in the medical domain: a particular hospital).
An organization defines several groups (e.g., doctors or nurses) of which identities are members. The
organization also defines several roles (e.g., administrator, users) which are assigned to these groups.
Hence, a user has the roles that have been assigned to the group(s) that he is a member of.

Authorization

Suppose an applications wants to obtain access to an API call on behalf of a certain user. Authorization
happens both at application level (does the user have access to a certain application?), and at API level
(does the application representing the user have access to a certain API call?). Having authorization
at both places is particularly important when an API exposes (services based on) the same data to
several applications: in this case, one application should not have to depend on the authorization
mechanisms of other applications, hence authorization should be performed by the API (and, apart
from that, the application should of course be able to decide to which users to offer its services).
Authorization at the application level depends in the identity of the user, and the location where the
user resides. As discussed in Deliverable D1.2, in practice, the application redirects the user to an
IAM (identity and access management) server to obtain authorization to act on behalf of the user for a
given application scope. The IAM authenticates the user and, if needed, obtains explicit authorization
(consent) from the user. Based on that, a policy-based decision is made whether the user has access
to the application, e.g., using role-based access control (RBAC), a check is performed whether the
user has the role needed to obtain access. As indicated in Section 2 (e.g., design requirements DR8,
DR9), apart from the identity/role of the user, also his physical location is important for authorization
decisions. Therefore, also the physical location of the user is taken into account.
For the purpose of this model, API-level authorization aims to answer the question whether the ap-
plication representing the user has access to certain API calls. This allows the API to only expose
services to known and trusted applications, a necessity when it wants to restrict the purpose for which
sensitive information is exposed. In practice, the application authenticates to the API using the ap-
plication secret. Moreover, the API obtains an “access token” containing claims about the application
(scope, version, etc.) itself and user (identifier, organization, location, etc.). This information allows
the actual check to take place that, e.g., a user is entitled to access a particular file, is performed.
This final decision is API-dependent and considered out of scope of the application-level authorization
framework, but may in practice be also be policy-based, e.g., using RBAC.
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Chapter 8 Conclusions

Summary

This deliverable presented a preliminary architecture for a virtualization infrastructure enabling secure
computation with self-managed protection across heterogeneous cloud providers.

� We first analyzed the design requirements of the architecture. Three main protection challenges
stand out: (1) security in layers of the infrastructure, with high level of control by customers; (2)
interoperability for distributed secure computation across clouds; and (3) overcoming security
administration complexity through unified security automation. Those challenges may alter-
natively be formulated requiring the infrastructure to provide self-service, self-managed, and
end-to-end security, with also resilience guarantees.

� We then surveyed the state of the art of cloud security and virtualization key enabling technolo-
gies to build this architecture, notably: virtualization and isolation for building the computation
hypervisor and its services, and access control models and policies, trust management, and self-
management of security to build the self-protection infrastructure for VMs.

� Finally, we presented a preliminary architecture for the virtualization and self-management in-
frastructure, describing the overall design, the architecture of the different components, also
showing how the different techniques enable to fulfill the identified requirements.

Assessment

� For self-service security, the SUPERCLOUD computation hypervisor provides a distributed
resource abstraction layer to federate computations across providers. Its layered and modu-
lar design enables to meet interoperability and security requirements, separating provider and
user control over VM security between the SUPERCLOUD and distributed clouds. The self-
management infrastructure also enables distributed and automated control of security of com-
pute resources, notably thanks to multi-provider policies for customizing security of user-centric
clouds, control being tunable between user and provider.

� For self-managed security, the SUPERCLOUD self-management infrastructure provides auto-
mated cloud security monitoring, vertically across layers, to guarantee VM security even if some
layers are untrusted, and horizontally across cloud provider domains, to guarantee interoperabil-
ity of security mechanisms such as authorization.

� For end-to-end security, the architecture provides unified security and trust for the distributed
cloud. The SUPERCLOUD virtualization architecture relies on different isolation technologies,
software and hardware, to guarantee distributed secure computation over untrusted environ-
ments, upon which end-to-end security SLAs can be preserved thanks to the self-management
infrastructure. A trust management framework also guarantees authenticity and integrity of the
link between a VM and its cloud resources, across layers, provider domains, and SUPERCLOUD
users, composing chains of trust, and relying on hardware mechanisms.
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� Finally, in terms of resilience, the architecture provide some guarantees of distributed virtualized
infrastructure state correctness, through an automated configuration compliance mechanism,
highly relevant for prevention of violations and accountability.

Next steps

Next steps will be to implement and evaluate the proposed computation architecture and its compo-
nents. This notably includes refining the relation with the use cases, and the other architectures for
data protection (WP3), networking (WP4), and overall design (WP1). The overall trust model for
the computation infrastructure will also be refined. During this phase, the platform architecture will
be continuously re-evaluated and improved, e.g., refining the description of some components of this
preliminary version of the computation architecture.
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List of Abbreviations

ABAC Attribute-Based Access Control

ACM Access Control Matrix

AIK Attestation Identity Key

API Application Programming Interface

ATN Automated Trust Negotiation

BGP Border Gateway Protocol

BIOS Basic Input Output System

BM Bare-metal

CaaS Client-Controlled Cryptography-as-a-Service

CBH Component-Based Hypervisor

CCTV Cloud Configuration Through Versioning

CFI Control-Flow Integrity

CMDB Configuration Management Database

CoT Chain of Trust

CPU Central Processing Unit

CRTM Core Root of Trust Module

CTL Computation Tree Logic

DA Detection Agent

DCA Distributed Cloud Architecture

DCC Distributed Cloud Computing

DCI Distributed Cloud Infrastructure

DIFC Decentralized Information Flow Control

DM Decision Manager

DoS Denial of Service

DR Design Requirement

DRA Detection and Reaction Agent

DTM Decentralized Trust Management

EC European Commission

EC2 (Amazon) Elastic Compute Cloud

EE Execution Environment
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EK Endorsement Key

ER Emergency Room

FSDT Fuzzing Semantic Decision Tree

GPDR General Data Protection Regulation

GPH General-Purpose Hypervisor

HO Horizontal Orchestrator

HVM Hardware Virtual(ized) Machine

IaaS Infrastructure-as-a-Service

IBAC Identity-Based Access Control

ICU Intensive Care Unit

IDS Intrusion Detection System

IFC Information Flow Control

IOMMU Input/Ouput Management Memory Unit

IPC Inter-Process Communication

IVP Integrity Verification Proxy

IT Information Technology

LL Lower Layer

LO Layer Orchestrator

LPC Low Pin Count

MAC Mandatory Access Control

MH Micro-Hypervisor

MMU Memory Management Unit

NaaS Network-as-a-Service

NFV Network Function Virtualization

NFVI NFV Infrastructure

NuSMV New Symbolic Model Verifier

NV Nested Virtualization

OrBAC Organization-Based Access Control

OS Operating System

PC Personal Computer

SUPERCLOUD D2.1 Page 72 of 88



D2.1- Architecture for Secure Computation Infrastructure & Self-Management of VM Security

PCR Platform Configuration Register

PoP Point-of-Presence

PSS Provider System Services

PV Para-virtualization

QoS Quality of Service

RA Reaction Agent

RBAC Role-Based Access Control

RoT Root of Trust

SDN Software-Defined Networking

SGX (Intel) Software Guard Extension

SLA Service-Level Agreement

SMV Symbolic Model Verifier

SRK Storage Root Key

SSC Self-Service Cloud

TCB Trusted Computing Base

TCG Trusted Computing Group

TEE Trusted Execution Environment

TP Trusted Platform

TPM Trusted Platform Module

TVD Trusted Virtual Domain

TVDc Trusted Virtual Datacenter

TVMM Trusted Virtual Machine Monitor

TXT (Intel) Trusted Execution Technology

U-Cloud User-Centric Cloud

UL Upper Layer

UML User Mode Linux

USS User-Centric System Services

VCS Version Control System

VESPA Virtual Environments Self-Protecting Architecture

VM Virtual Machine
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VMI Virtual Machine Introspection

VMM Virtual Machine Monitor

VMX Virtual-Machine Extension

VNF Virtualized Network Function

VO Vertical Orchestrator

vTPM virtual TPM

XML Extensible Markup Language
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[190] Aurélien Wailly, Marc Lacoste, and Hervé Debar. VESPA: Multi-Layered Self-Protection for
Cloud Resources. In International Conference on Autonomic Computing (ICAC), 2012.

[191] Yan Wang and Vijay Varadharajan. Role-based Recommendation and Trust Evaluation. In The
9th IEEE International Conference on E-Commerce Technology and The 4th IEEE International
Conference on Enterprise Computing, E-Commerce and E-Services (CEC-EEE 2007), pages
278–288. IEEE, July 2007.

[192] Zhi Wang and Xuxian Jiang. Hypersafe: A lightweight approach to provide lifetime hypervisor
control-flow integrity. In Proceedings of the 2010 IEEE Symposium on Security and Privacy, SP
’10, pages 380–395, Washington, DC, USA, 2010. IEEE Computer Society.

[193] Jinpeng Wei, Xiaolan Zhang, Glenn Ammons, Vasanth Bala, and Peng Ning. Managing Security
of Virtual Machine Images in a Cloud Environment. In Proceedings of the ACM Workshop on
Cloud Computing Security, CCSW ’09, pages 91–96. ACM, 2009.

[194] Dan Williams, Eslam Elnikety, Mohamed Eldehiry, Hani Jamjoom, Hai Huang, and Hakim
Weatherspoon. Unshackle the Cloud! In 3rd USENIX Conference on Hot Topics in Cloud
Computing, HotCloud’11, pages 16–16, Berkeley, CA, USA, 2011. USENIX Association.

[195] Dan Williams, Hani Jamjoom, and Hakim Weatherspoon. The Xen-Blanket: virtualize once,
run everywhere. In Proceedings of the 7th ACM European Conference on Computer Systems,
pages 113–126. ACM, 2012.

[196] Dan Williams, Hani Jamjoom, and Hakim Weatherspoon. Plug into the Supercloud. IEEE
Internet Computing, 17(2):28–34, March 2013.

[197] Timothy Wood, Alexandre Gerber, K. K. Ramakrishnan, Prashant Shenoy, and Jacobus Van der
Merwe. The case for enterprise-ready virtual private clouds. In Proceedings of the 2009 Con-
ference on Hot Topics in Cloud Computing, HotCloud’09, Berkeley, CA, USA, 2009. USENIX
Association.

SUPERCLOUD D2.1 Page 87 of 88

http://www.japantimes.co.jp/news/2012/06/27/business/data-on-5700-firms-lost-by-yahoo-unit/
http://www.japantimes.co.jp/news/2012/06/27/business/data-on-5700-firms-lost-by-yahoo-unit/


D2.1- Architecture for Secure Computation Infrastructure & Self-Management of VM Security

[198] Ruoyu Wu, Gail-Joon Ahn, Hongxin Hu, and M. Singhal. Information flow control in cloud
computing. In Collaborative Computing: Networking, Applications and Worksharing (Collabo-
rateCom), 2010 6th International Conference on, pages 1–7, Oct 2010.

[199] Reda Yaich, Olivier Boissier, Gauthier Picard, and Philippe Jaillon. Adaptiveness and Social-
Compliance in Trust Management within Virtual Communities. Web Intelligence and Agent
Systems (WIAS), Special Issue: Web Intelligence and Communities, 11(4), 2013.

[200] Walt Yao. Trust management for widely distributed systems. Technical Report UCAM-CL-TR-
608, University of Cambridge Computer Laboratory, 2004.

[201] Younis A. Younis, Kashif Kifayat, and Madjid Merabti. An access control model for cloud
computing. Journal of Information Security and Applications, 19(1):45 – 60, 2014.

[202] Ting Yu, Marianne Winslett, and Kent E. Seamons. Supporting structured credentials and sensi-
tive policies through interoperable strategies for automated trust negotiation. ACM Transactions
on Information and System Security, 6(1):1–42, February 2003.

[203] Eric Yuan and Jin Tong. Attributed based access control (ABAC) for Web services. In IEEE
International Conference on Web Services (ICWS’05). IEEE, 2005.

[204] Fengzhe Zhang, Jin Chen, Haibo Chen, and Binyu Zang. CloudVisor: Retrofitting Protection
of Virtual Machines in Multi-tenant Cloud with Nested Virtualization. In Proceedings of the
Twenty-Third ACM Symposium on Operating Systems Principles, SOSP ’11, pages 203–216,
New York, NY, USA, 2011. ACM.

[205] Yinqian Zhang, Ari Juels, Michael K Reiter, and Thomas Ristenpart. Cross-vm side channels
and their use to extract private keys. In Proceedings of the 2012 ACM conference on Computer
and communications security, pages 305–316. ACM, 2012.

[206] Yinqian Zhang, Ari Juels, Michael K. Reiter, and Thomas Ristenpart. Cross-tenant side-channel
attacks in paas clouds. In Proceedings of the 2014 ACM SIGSAC Conference on Computer and
Communications Security, CCS ’14, pages 990–1003, New York, NY, USA, 2014. ACM.
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