SUPER
CLOUD

D3.1

Architecture for Data Management

Project number:

Project acronym:

Project title:

Project Start Date:

Duration:

Programme:

Deliverable Type:
Reference Number:

Work Package:

Due Date:

Actual Submission Date:
Responsible Organisation:
Editor:

Dissemination Level:

Revision:

Abstract:

Keywords:

643964
SUPERCLOUD

User-centric management of security and dependability in clouds of
clouds

1st February, 2015
36 months
H2020-1CT-2014-1

Report
ICT-643964-D3.1/ 1.0
WP 3

Oct 2015 - M09

2nd November, 2015

IBM

Marko Vukoli¢
PU

1.0

In this document we present the preliminary architecture of the SU-
PERCLOUD data management and storage. We define the design
requirements of the architecture, motivated by use cases and then
review the state-of-the-art. We then present designs for the overall
unifying architecture for data management as well as novel security
and dependability data management features.

architecture, cloud-of-clouds, data management, dependability, secu-
rity, storage

This project has received funding from the European Unions Horizon 2020 research
and innovation programme under grant agreement No 643964.

This work was supported (in part) by the Swiss State Secretariat for Education, Research and
Innovation (SERI) under contract number 15.0091.




D3.1- Architecture for Data Management g CLOUD

Editor

Marko Vukoli¢ (IBM)

Contributors (ordered according to beneficiary numbers)

Mario Miinzer, Benjamin Walterscheid (TEC)
Sébastien Canard, Marie Paindavoine (ORANGE)
Alysson Bessani (FFCUL)

Caroline Fontaine (IMT)

Krzysztof Oborzynski (PHHC)

Meilof Veeningen (PEN)

Paulo Sousa (MAXDATA)

Disclaimer

The information in this document is provided ”as is”, and no guarantee or warranty is given that the
information is fit for any particular purpose. The users thereof use the information at their sole risk
and liability.

This document has gone through the consortium’s internal review process and is subject to the review
of the European Commission. Updates to the content may be made at a later stage.

SUPERCLOUD D3.1 Page I



D3.1- Architecture for Data Management g CLOUD

Executive Summary

In this document we present the preliminary architecture of the SUPERCLOUD data management
and storage. We start by defining the design requirements of the architecture, motivated by use
cases and then review the state-of-the-art. We survey security and dependability technologies and
discuss designs for the overall unifying architecture for data management that serves as an umbrella
for different security and dependability data management features. Specifically the document lays
out the architecture for data privacy, secure sharing schemes, geo-replication and fault and disaster
tolerance for SUPERCLOUD data management. We further discuss our federated identity and key
management approach.
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Chapter 1 Introduction

In WP3, we will design and implement SUPERCLOUD protection of user data and assets in the
distributed cloud, focusing on autonomic and end-to-end security as well as dependability, but also
performance and cost. This WP provides a common user experience of data protection across multiple
underlying clouds through modular and on-demand data security services such as blind computation,
integrity and verifiability, and data availability.

This deliverable presents the preliminary architecture of SUPERCLOUD data management. The
state-of-the-art in data management in geo-replicated, cloud-of-cloud context (see Fig. does not
adequately address users’ requirements. For example, SUPERCLOUD specific use cases stemming
from healthcare ask for data management solutions that either do not exists or are not practically
proven today or sometimes both.

virtual network 1 virtual network 2

KXX

virtual network 3

SUPERCLOUD end users

——

)
8 Traditional cloud providers
2

Figure 1.1: SUPERCLOUD cloud-of-cloud context.

In a nutshell, existing cloud data management solutions glaringly lack efficient privacy mechanisms
and have limited support for secure data sharing. Improving the security of data management in
these two aspects is a specific focus in SUPERCLOUD. When it comes to dependability, each cloud
provider offers specific geo-replication solutions, and unifying these into a common infrastructure [171]
is not obvious. SUPERCLOUD aims at rectifying this and offers a flexible easily extensible data
management architecture tailored for the cloud-of-cloud context.

Regarding for example dependability, the main problem of existing solutions is that they often take
single-cluster (datacenter) solutions and port them to the geo-replicated context of cloud-of-clouds.
This is specifically true with replication protocols such as popular Paxos [116] and RAFT [142] pro-
tocols, as well as their BFT counterparts [59] that are not tailored to geo-replication. Exceptions to
this rule exist (and we overview those later in this deliverable in Chapter |3)) but they are both rare
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and non unified in a single architecture. The goal of this deliverable is to propose an architecture to
rectify this and that would feature security and dependability as first class citizens.

Structure. This deliverable is organized as follows.

e Chapter [2] overviews design requirements for the SUPERCLOUD Data Management Architec-
ture. The Chapter starts with two specific use case requirements we consider in SUPERCLOUD,
the Healthcare Laboratory Information System by MAXDATA and the Medical Imaging Plat-
form by Philips Healthcare. Then it proceeds to define more general requirements that SUPER-
CLOUD Data Architecture should satisfy. These include both functional and non-functional
requirements, including those that pertain to security, dependability and compliance.

e Chapter [3] gives an overview of state of the art in security and dependability of distributed data
management systems with strong focus on cloud-of-clouds.

e Chapter [4] gives the overview and a high-level logical architecture of the SUPERCLOUD Data
Management Architecture. The Chapter defines the main SUPERCLOUD storage entities and
lists and discusses security and dependability features that SUPERCLOUD Data Management
shall offer. The Chapter also introduces the SUPERCLOUD approach to identity and key
management.

e Chapters[5land|[6|offer details of the architectures of individual security and, respectively, depend-
ability features while mapping them to the common architecture defined previously in Chapter [4]
Focal security features consist of novel schemes for users’ data privacy and security of sharing
(including secure deduplication). Focal dependability features have to do with novel ways of
replicating state machines across clouds as well as facilitating data access across separated geo-
graphical locations.

Deviation from Workplan. This deliverable conforms to the DoA/Annex 1, Part B.

Target Audience. This deliverable aims at IT professionals in general, including researchers and
developers of security and management systems for cloud-computing platforms. The deliverable as-
sumes undergraduate knowledge in computer science technology.

Relation to Other Deliverables. D3.1., together with its Compute and Network Architecture
counterparts (D2.1 and D4.1, respectively) constitutes the basis of the SUPERCLOUD architecture
and, as such, informs D1.1, which presents the overall architecture.
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Chapter 2 Design requirements

We develop a specification of the design requirements of SUPERCLOUD data management architec-
ture starting from two SUPERCLOUD use cases: MAXDATA’s Healthcare Laboratory Information
System and the Medical Imaging Platform by PHILIPS HEALTHCARE. We then generalize these
requirements to cover some potential additional use cases more broadly.

In a nutshell, our storage requirements of our targeted use cases can be grouped into several categories:

e Functional requirements (e.g., APIs, storage volumes, sharing capabilities);

e Dependability requirements (e.g., number of nines of availability, ability to tolerate untrusted
cloud resources, data integrity requirements);

e Security requirements (e.g., privacy enabling features, identity and key management require-
ments);

e Compliance requirements (e.g., data location awareness and control, data protection);
e Other non-functional requirements (e.g., performance, latency, throughput, cost, monitoring).

These requirements, together with the traits of the cloud storage infrastructure we will be building
upon, drive the SUPERCLOUD data management architecture decisions later presented in Chapter
In the rest of this Chapter we first introduce and justify data management design requirements from
the perspectives of MAXDATA (Sec. and PHILIPS HEALTHCARE (Sec. use cases. Then,
in Sec. we summarize and overview more generically the set of requirements that drives the SU-
PERCLOUD data management layer architecture.

2.1 Healthcare Laboratory Information System

The healthcare laboratory information system, henceforth mentioned as CLINIdATA®LIS, is a cross-
platform web application where server components may run on any common operating system (e.g.,
Linux, Mac OS X, Solaris, Windows) and relational database (e.g., MySQL, PostgreSQL, Oracle,
SQL Server). This system needs to integrate with dozens of other clinical and non-clinical information
systems (e.g., ICU, patient identification, billing, regional health portals) and includes a set of real-time
interfaces with physical electronic equipments, namely automated analysers.

CLINIdATA®LIS stores medical data along with other personal data, so the SUPERCLOUD storage
infrastructure should comply with Directive 95/46/EC and the soon to come General Data Protec-
tion Regulation (GDPR). This implies requirements for isolation between tenants, and the following
requirements:

e Location-awareness. Users should be aware of the physical locations where data is stored.

e Location-control. Users should be able to define the set of possible physical locations, at
country level, where users’ data may be stored.

CLINIdATA®YLIS is used by different types of healthcare organizations, ranging from small labora-
tories with a few dozens of professionals and hundreds of transactions per day, to very large hospital
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clusters with thousands of professionals and tens of millions of transactions per day. Hence, these
organizations should be able to control how their resources are protected using SLAs including for
instance agreed levels of availability, redundancy, backup, disaster recovery, etc. This implies the
following requirement:

e Control over Architecture and Data. The user should be able to monitor actively its
allocated resources, while enabling a high level of customizability of the storage architecture and
its services.

Especially in hospitals, CLINIdATA®LIS is a critical application that needs to be constantly available
in order to ensure non-stop operation of various departments including the ER (emergency room).
Therefore, although concrete availability in each deployment should comply with the agreed SLA, the
SUPERCLOUD infrastructure should be able to offer high availability whenever necessary:

e High Availability. Storage should be able to have high availability, up to 99.999%.

As mentioned before, CLINIAATA®LIS includes a set of real-time interfaces with physical electronic
equipments, namely automated analysers. These interfaces are used mostly to send commands to
analysers and to receive exam results. Both communication flows have real-time requirements and
need to get data from storage. This implies the following requirement:

e Real-Time. Storage access should be able to offer real-time guarantees, namely predictable
and bounded storage access time.

2.2 Medical Imaging Platform

There are three main Philips Healthcare use-cases that aim at deployment into SUPERCLOUD in-
frastructure, namely:

e Cloud data storage and disaster recovery use case
e Cloud data storage and processing use case

e Distributed cloud data storage and processing use case

2.2.1 Cloud data storage and disaster recovery use case

The cloud data storage and disaster recovery use-case focuses on helping a hospital to ease management
of the patient data stored in the hospital archive (see Figure . Current hospital archives are on-
premise solutions that needs to handle all the clinical data, especially imaging studies which can be as
large as 1GB. Therefore, it would be attractive to offload this data into cloud, such that storage size
on-premise archive can be limited. For example, the data from the last 6 months could be stored on
premise, whilst cloud stores for longer periods (e.g., 10+ years). In this use-case the cloud becomes
an extension of the hospital archive. The core value of this solution is to ensure that patient data is
not lost as a result the cloud storage is also a disaster recovery solution for the hospital. The workflow
of data extends to the cloud but performance is not a primary concern here, as patient data is always
prefetched from the cloud to the on-promise hospital archive prior to the scheduled examination.
From data management perspective, the use-case requires:

e Privacy of medical data (it is top priority)

— Storage must be robust against any security breaches.

— Data must not be interpretable in transit and storage, covering disk, file system and
database layers.
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On premise in hospital Cloud(s)

Data backup
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Results

Reports
Results
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Figure 2.1: Cloud data storage and disaster recovery use case.

— Data may be de-identified, as long as data can still be fetched.
— Role Based Access Control (on operation level).

— Detailed audit trails and activity monitoring.
e Medical data characteristics
— Volume: High volume of data needs to be stored, in the order of 100+ tera-bytes, and kept
at least for 10+ years.

— Format: DICOM [134] and non-DICOM.
— Organization: files, DBs.

e Correctness of stored data
— Data may not get tampered and must be complete and correct.
e Medical data may not cross certain legal country boundaries

— Guaranteed cloud storage within certain countries.

— Distributed storage, across multiple cloud and countries, in a privacy compliant manner;
e.g. via a secure encrypted storage where data cannot be interpreted.

2.2.2 Cloud data storage and processing use case

The cloud data storage and processing use-case focuses on easier access of the medical personnel to the
medical data processing applications (see Figure . The access to the applications can be possible
then not only from the hospital laboratory where the equipment is installed but also from PCs in the
hospital /home or secured mobile devices. This way the doctors collaboration can improve as well due
to easier availability of data. The main processing of data is related to image analysis to help doctors
in correct diagnosis. The image analysis is done by applying various algorithms ranging from simple
image enhancing ones to detail analysis that focuses on finding potential anatomical anomalies, such
as aneurysms, tumors, etc. Since processing of the data is separated into the cloud then performance
and latency become critical, as imaging results and user interaction must be streamed semi real-time
to the clinical user. This use case involves only a single hospital organization.

From a data management perspective, the use-case requires:

e The same storage demands as in Cloud data storage and disaster recovery use case

e Storage and processing isolation per hospital group
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Figure 2.2: Cloud data storage and processing use case.

— Special permissions are required to access data outside own hospital context (role-based-
access control).

e Performance

— Low latency of accessing data in the cloud by the clinical applications to ensure quick
availability of the processed results.

2.2.3 Distributed cloud data storage and processing use case

The distributed cloud data storage and processing use case focuses on easier access of the medical
personnel to the medical data across hospitals, i.e., this use-case ensures a patient centric view to
the healthcare professional by showing all data of the patient; so not only data managed by the local
hospital, but also data managed by other hospitals (see Figure . This would enable providing the
complete longitudinal patient record. This use case has the highest complexity, as it involves multiple
hospital organizations managing patient data. Performance and latency are critical, as imaging results
and user interaction must be streamed semi real-time to the clinical user. The user may view mashup of
data from multiple clouds and hospitals, or search for comparable reference studies (across the clouds),
to assist in diagnosis of the treated patient. Advanced processing may even include comparing large
study data, across clouds. As a result, the identity management of the clinical user is critical in this
use case, as it is accessed from multiple organizations.

Hospital B

Clinical
Application

Philips managed solutions

Hospital C

Clinical
Application

Hospital A

Clinical
Application

Clinical
Application

Other vendor solution

Figure 2.3: Distributed cloud data storage and processing use case.

From a data management perspective, the use-case requires:
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The same storage and processing demands as in Cloud data storage and processing use case
Medical data characteristics

— High volume of data needs to be accessed, in order of peta-bytes.
— Format: DICOM, non-DICOM, unstructured.

— Organization: files, DBs, raw.
Privacy

— Identity management across clouds of healthcare professionals.
— Auditing across clouds of accessed patient data.

— Privacy of stored data, whilst access and queries are still supported.
Interoperability across clouds

— Supporting Philips managed cloud solutions and 3rd party vendor solutions.
Performance

— Search performance and privileges across clouds.

2.2.4 Detailed requirements summary

Interfaces and functional requirements:

Data format: any (DICOM, non-DICOM, unstructured).

Data organization: files, databases, raw.

Data location: data has to be guaranteed to stay in prescribed legal (country) boundaries.
Distributed storage: storing data across multiple cloud and countries has to be done in privacy
compliant manner.

Data interoperability: queries of ANY data over available clouds shall be possible (while
complying with privacy rules).

Data storage: supporting Philips managed cloud solutions and 3rd party vendor solutions.

Dependability requirements:

Fault tolerance: Data may not get tampered and must be complete and correct.
Data availability: 99.99%.

Security requirements:

Storage security: Storage must be robust against any security breaches covering disk, file
system and database layers.

Data security: data must not be interpretable in transit and in rest.

Data access: Special permissions are required to access data outside own hospital context
(role-based-access control).

Data access monitoring: Detailed audit trails and activity monitoring shall be available for
accessed data in any location.

Scalability and performance:

Data volume storage: High volume of data needs to be stored, in order of 100+ tera-bytes.
Data volume processing: High volume of data needs to be accessed, in order of peta-bytes.

Data lifespan: 10+ years.
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Data access: Low latency of accessing data in the cloud by the clinical applications to ensure
quick availability of the processed results.

Efficient data retrieval: search performance and privileges across clouds if efficient.

Key management:

Data identification: Identity management across clouds of healthcare professionals.

2.3 Generalized Requirements

Starting from the requirements of the above use cases, we generalize them to derive overall requirements
for the SUPERCLOUD data management layer.

2.3.1 Functional requirements

SUPERCLOUD data and storage management should support the APIs traditionally offered by com-
modity cloud providers to facilitate migration of existing applications to SUPERCLOUD. Therefore,
SUPERCLOUD data management is required to support the following storage interfaces:

e Object store interface, for storing files and objects in a key value store;

e Block store interface, for implementing storage volumes, backing SUPERCLOUD virtual ma-
chines;

e File system interface;

e The data management abstractions should cater for efficient, dependable and secure execution of
database engines, although SUPERCLOUD will not be required to natively offer SQL database
interfaces.

Furthermore, the sizes of allocated storage should be virtually unlimited as the practically unlimited
storage from commodity cloud providers may be used to this end. SUPERCLOUD data management
should be capable of handling petabytes of storage, supporting various data formats.

Secure sharing capabilities and seamless VM migration across clouds are a requirement. SUPER-
CLOUD shall remain flexible supporting different user-specific storage and data management policies.

2.3.2 Dependability requirements

The SUPERCLOUD data management layer should accommodate the availability requirements stip-
ulated by the users. As a rule of the thumb, we expect 99.99% (four nines) and 99.999% (five nines)
of availability to be commonplace.

There is no clear fault model that applies to all SUPERCLOUD deployments, so the SUPERCLOUD
architecture should accommodate for both crash model of underlying cloud resources (e.g., L0 cloud
services can be unavailable), all the way to Byzantine fault model (where LO cloud services are un-
trusted), covering arbitrary faults and intrusions. The network should not be assumed to be syn-
chronous and mechanisms for dealing with network asynchrony and partitions should be put in place.
Models exploring the design space of correlation between L0 cloud component faults and network
faults will be useful.

Consistency and data integrity are of primary concern in SUPERCLOUD. SUPERCLOUD targets
sensitive applications that require consistency guarantees stronger than what can be found in typical
cloud offerings (e.g., eventual consistency [169]). Therefore, the primary consistency criteria for SU-
PERCLOUD will be linearizability [98], that gives an illusion of traditional, sequential access to data.
However, SUPERCLOUD data layers should remain flexible enough to support weaker consistency
models, in response to the explicit demand of a user/administrator, to boost performance. Therefore,
SUPERCLOUD should support tunable consistency semantics.
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2.3.3 Security requirements

Data privacy is of primary concern for SUPERCLOUD. SUPERCLOUD should enable and implement
several redundant and complementary privacy mechanisms so the end user can choose from such pri-
vacy offering the mechanism that best suits its needs. Among other techniques, the data management
layer will put in place isolation techniques to ensure that data of different tenants cannot be accessible
(unless sharing capabilities are explicitly enabled). Privacy of data shall be protected for both data
in transit and at rest. Sensitive data shall be amenable to anonymization.

SUPERCLOUD should put in place mechanisms to support auditability of storage including tracking
histories of accessed patient data. To this end, SUPERCLOUD shall support role based access control
policies.

Performance and cost optimizations, such as storage deduplication, shall not break security (security
comes first principle). Where explicitly requested and acknowledged by the user, such performance
and cost optimizations may gracefully degrade security guarantees, while providing clear indications
of a tradeoff to the user.

Federated identity management across clouds should be supported. Secure key management solutions
based on proven industry technologies (e.g., Openstack Barbican, Key Management Interoperability
Protocol (KMIP)) should be tailored to the multi-cloud use cases relevant to SUPERCLOUD.

2.3.4 Compliance requirements

SUPERCLOUD data management shall implement mechanisms for compliance with data location
awareness and control as well as data protection. The user shall be able to control which cloud resources
are used to store its data, taking into account their location. The data management architecture should
remain flexible enough and designed with future-proofing in mind to accommodate directives and laws
that may impose further compliance restrictions.

Laws and directives of the European Union as well as member and associated countries (incl. Switzer-
land) shall receive priority in fulfilling compliance requirements.

2.3.5 Other non-functional requirements

SUPERCLOUD data management shall attempt at delivering the best performance to the users while
satisfying constraints of other requirements outlined above. In particular, our solution shall deliver
solutions with the goal of minimizing latency and maximizing throughput.

The cost of SUPERCLOUD storage solutions will often be at odds with other requirements. The
SUPERCLOUD data management layer shall allow flexibility to the users in terms of tradeoffs between
cost and other guarantees.
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Chapter 3 A short survey of secure and dependable cloud
data management systems

In this chapter, we survey the related work on secure and dependable cloud data management systems.
Specifically, in Section we first overview privacy enabling mechanisms. In Section we survey
mechanisms for secure sharing and data deduplication. In Section we overview integrity protection
mechanisms in the context of a single untrusted cloud. Then, our focus turns to solutions based on
multiple clouds. Namely, in Section [3.4] we overview techniques for the geo-replication of state machine
to ensure dependability for critical storage metadata. In Section [3.5] we discuss techniques that manage
data in hybrid cloud and multi-cloud contexts. We conclude with Section which highlights the
key techniques and proposals that materialize in practice the secure and dependable data management
into real systems.

3.1 Privacy enabling mechanisms for untrusted clouds

In this section, we review the way to introduce privacy protecting mechanisms inside a cloud storage
system. We focus on techniques that permit the manipulation of individual’s personal data in a privacy
protecting manner. Within SUPERCLOUD, we will have two different interlaced approaches: one
based on cryptography, one based on anonymization techniques. The idea behind is either to encrypt
the data so that only authorized entities can access it, while permitting some blind computation over
these data, or to de-identify the data so that it is no more possible to make the link between the data
and the individual behind.

3.1.1 Searchable encryption

Searchable encryption is a special form of data encryption which permits to perform some search over
protected data. As a result, either the searched data is there, and the information is given, but the
rest of the data is still protected, or the searched data is not there, and no information is given on the
true underlying plain data.

Searchable Symmetric Encryption (SSE) was introduced by Song, Wagner and Perrig in 2000 [I57]. A
client encrypts her database using a dedicated algorithm before sending it to an external server. Then,
the client is able to perform a search over the encrypted data and obtains only the encrypted result
of her search. More formally, the syntax of such a scheme can be described as follows. A database
DB is a set of n files. Each file is identified with an index ind; and contains a set of keywords W;.
We denote W = U;W;. A query is a Boolean formula ¢(w) with w € W™, m being the formula’s
number of arguments. A SSE scheme consists in two protocols, EDBSetup and Search. EDBSetup
takes a database DB as input and outputs a secret key sk and an encrypted database EDB. Search
is an interactive protocol between a client and server. The client takes as inputs a query ¢(w) and
a secret key sk and the server takes as input an encrypted database EDB. The client then sends an
encrypted version of her query to the server. The server responses with an encrypted set of indices,
which is decrypted by the client. The protocol is correct if the set of indices output by the client refers
to keywords which satisfy the formula ¢(w).

Efficient schemes were designed for single-keyword search, such as [157, 87, [61], [71], 64, T06]. In these
schemes, complexity is scaled with regard to the size of the returned data set (independently of the
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database’s size).

For conjunctives queries, dedicated solutions propose a complexity that increases linearly with the size
of the database [89, 31 [50].

Cash et al. [58] achieved a sub-linear complexity for conjunctive queries, as well as for more general
Boolean queries, and unlike precedent schemes, their scheme also allows free-text search. They assessed
the efficiency of their scheme with experimental results over medium sized and large sized databases,
containing millions of documents and indexing all the words, thus allowing free text search. However,
they achieve such an efficiency by allowing some leakage on access patterns (such as the intersection
between two sets of results) and on queries (such as the repetition of queries).

Searchable encryption has also been investigated in a public key setting, yielding Public Key Encryp-
tion with Keyword Search (PEKS). In this setting, Alice provides a trapdoor to search for keywords in
data encrypted under her public key. It was introduced by Boneh et al. [46] and further investigated
in [I73, 19, 34] [156]. The case of conjunctive queries was investigated in [47]. However, public key
settings remains less efficient than symmetric key setting.

3.1.2 Secure multi-party computation

Multi-party computation (MPC) — also known as secure multi-party computation (SMC) — allows
multiple participants/parties to compute a function over a given input. As a result of the participation
on this computation, each party holds the common output and no party knows anything else other
than the own result of the function.

3.1.2.1 Multi-party computation

Multi-party computation protocols provide outsourced computation without leaking sensitive inputs
to the party performing the computation. Achieving privacy is hard when outsourcing to a single
computation party, but feasible if the computation is distributed between several parties. Indeed,
having a single computation party performing arbitrary computations on encryptions requires fully
homomorphic encryption, a cryptographic primitive that is still impractical for realistic applications
[78]. But distributing computations between multiple computation parties in a privacy friendly way is
possible, and getting more and more practical, using multi-party computation protocols (e.g., [44} [73]).
Such protocols typically distribute the values that are computed between multiple parties.
Interactive protocols exist to perform operations on these shared values like multiplication, comparison,
bit decomposition, and others. Guarantees on the privacy of the inputs and correctness of the results
depend on the protocol at hand; e.g., [44] proposes to protect against one eavesdropping computation
party whereas [73] protect against n — 1 computation parties that may actively manipulate the result.
However, in general, such protocols guarantee privacy and correctness only if at least one of the
computation parties is honest.

Practically speaking, secure multi-party computation addresses the setting where a user wants to
perform a query over data held at different locations. In general, this data can come from any number
of data sources. For instance, consider the query “can I have the average age of all people with
sleeping problem”, where the answer should be aggregated from hospitals from different countries.
Note that often, it is not possible to collect this data in one place and compute the query result as a
local computation — for instance, due to locality regulations (as discussed in the requirements). Some
queries, such as the sum of certain values, may be computed directly using a “local computation +
aggregation by client” paradigm without significant privacy impact. For other queries, such as the
median of a set of values, it is however not obvious that this can be done. In these cases, multi-party
computation still allows queries to be answered without affecting privacy, by computing query answers
without the need for collecting information at one place. More generally, such settings fall under the
umbrella term “privacy preserving data mining” (PPDM). In real life applications, more precisely in
the region of business and research such as medical or financial databases, privacy preservation is an
important demand. The main aspect of PPDM is to facilitate the public usage of private data (e.g.,
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in order to use data for statistical investigations), while still preserve the privacy. These types of data
access are negligible if “meaningful information” or “knowledge” cannot be extracted.

3.1.2.2 Secret sharing

A (n,t) secret sharing scheme [154] allows a secret s to be shared among n > ¢ > 1 parties in such a
way that (1) no party has access to the original secret s and (1) at least ¢ + 1 correct parties have to
cooperate for recovering the s. This is implemented by two primitives: share, which generates n shares
of the secret to be distributed among the parties; and combine, which combines t + 1 of these shares
to recover the secret. Shamir’s secret sharing scheme [I54] is based on polynomials over a finite field,
in which share is implemented by generating a polynomial y = f(z) of degree ¢ such that f(0) = s.
Using this polynomial we generate the n secrets, which are pairs (z,y). The secret can be recovered
by combining (i.e., combine) t+ 1 secrets by using Lagrange interpolating to generate the polynomial,
recovering f(0) [70].

3.1.2.3 Combining multi-party computation and verifiable computation

Verifiable computation allows proving correctness of a computation without any additional information
leakage. The goal of verifiable computation is to allow a client to outsource a computation to a
worker and cryptographically verify the result with less effort than performing the computation itself.
Based on recent ground-breaking ideas [93, 85], Pinocchio [146] was the first implemented system
to achieve this for some realistic computations. Recent works have improved the state-of-the-art in
verifiable computation, e.g., by considering better ways to specify computations [37], or adding access
control [22]. Moreover, [30] have shown how to perform verifiable computation on authenticated data,;
that is, it allows outsourcing queries on a dataset to an untrusted third party, where the correctness
of the query result can be efficiently verified with respect to some small authentication information of
the dataset.

One interesting avenue of research is to combine the privacy guarantees of multi-party computation
and the correctness guarantees of verifiable computation. An initial proposal, with still long proof
verification time, was done in [I53]. In [74], performance improvements for the particular application
of performing linear optimization were improved, with experiments running on a single PC showing
encouraging results. In theory, it should be possible to produce Pinocchio-like proofs in a multi-party
fashion. However, the practical performance of this approach, and also of the techniques of [74] when
the different workers are geographically separated, remain to be studied.

3.1.3 Oblivious storage

Oblivious RAMs (ORAMs) [88] enable the storage of outsourced data while ensuring the access pattern
of the data is not leaked. ORAM complements encryption, that hide the contents of files, but not the
order or frequency of accesses. This is useful in many situations in which, apart from file contents,
these access patterns are sensitive. For instance, in the setting of medical research on DNA records,
access patterns reveal the requester’s points of interest [I08]; also in the context of encrypted e-mail,
it has been shown that access patterns may reveal up to 80% of search queries on an encrypted e-mail
database [101].

The ORAM cryptographic techniques hide access patterns from the storage system by touching multiple
files on each access in such a way to completely hide which file is actually being accessed. The recent
“Path ORAM” [I61] is particularly efficient, with optimizations for secure storage use cases (e.g.,
[125]). However, while ORAMs hide the access pattern to the server, existing systems do this at the
expense of partly revealing it to other users of the system, which can be equally undesirable. The
only current architecture in which access patterns are also hidden from other users, employs several
additional “anonymizers” that have to perform a lot of work for each access (in particular, the files
touched by an ORAM access have to pass through all anonymizers), and at least one of them needs to
be trusted [102].
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3.1.4 Anonymization

Data opening provides clear benefits for society, individuals and organizations. It can for example
be used in transports, for web services and for tourism to characterize the movements, for hearing
measures. To the extreme, one can imagine to deploy an Open Data on all these data. But these data
contain user personal data, so the European data protection law applies. The direct consequence is
that each treatment must be declared to the designated authority, such as the CNIL in France. In the
case of Open Data, this can be a prohibitive point since any kind of treatment can be executed by any
party. But once a dataset is truly anonymized, and individuals are no longer identifiable, European
data protection law no longer applies.

The European Directive 95/46/EC, Recital 26 gives a conceptual definition of data anonymization. It
explains that a data is said to be anonymized if the data subject can no longer be identified. More
precisely, the dataset must be processed in such a way that it can no longer be used to identify a
natural person by using all the means likely reasonably to be used by any party in or outside the
process. One consequence is that the anonymization processing must be irreversible.

There are then several techniques that can be applied to anonymize a data set: some basic methods
(substitution, blurring, aggregation, etc.), k-anonymity types [163], differential privacy based [80],
synthetic data, etc. Within SUPERCLOUD, we will mainly focus on k-anonymity and differential
privacy, as these are among the most relevant ones for the SUPERCLOUD use cases dedicated to
health services.

3.1.4.1 k-Anonymity

k-anonymity computation allows the public release of sensitive information without privacy disclosure.
The aim of this technique is to allow a client to choose the degree of anonymization of an original
database. The modified data source can then be published without revealing any personal information
of the records because the sets are indistinguishable from each other. Sweeney invented k-anonymity
in [I63]. Since this seminal paper, where it is proposed to replace an attribute by a more general
value (generalization) or a value’s digit by an asterisk (suppression), many improvements have been
proposed, for example with multidimensional greedy algorithms or by adding equivalence classes and
distribution within the algorithm. Authors of [139] have shown that considering data quality and
integrity, the best way to publish anonymized data is to combine generalizing and suppression on a
“cost-effective” level with the distribution of sensible attributes inside a data source.

In practice, organizations such as hospitals are often asked to publish their statistics about medical
data for research or other purposes. These data contain different kind of attributes: explicit identifiers
which clearly identify individuals (name), quasi identifiers that could lead to data disclosure when
their values are taken together (zip code, gender, age) and sensitive attributes like disease or salary.
When statistics are published, the released data may not lead to information disclosure.

By usage of k-anonymity, the anonymity of data is satisfied if each sequence of values k in a data
table occurs at least k times. In a k-anonymized table, each record is indistinguishable from at least
k — 1 other records with respect to the quasi identifiers. However, k-anonymity is limited in its
assumption of adversarial knowledge and protects data only against specific attack scenarios, which
give observers the chance to gain enough information to break it [82]. An adversary gains information
about patient’s diseases from the records of the released data table with similar sensitive attributes and
quasi identifiers, and learns from it especially when datasets are close to each other and have similar
semantic accordances. With this in mind, an observer with enough background knowledge can easily
guess which record belongs to which patient. To avoid this scenario, a distribution, called ¢-closeness,
is added to the released data. Such principle is based on the distribution of sensitive attributes within
an equivalence class e. Within the whole table, the distance of one entry to another may not be more
than a threshold ¢. In practice, Earth Mover’s Distance (EMD) evaluates similarities between two
distributions and calculates the amount of work to transport one distribution to the other by moving
mass between them [I39]. The t-closeness uses EMD to calculate the distance between categorical
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attributes.

EMD distributes sensitive attributes from a data table such that no attributes out of the same categor-
ical attribute group are next to each other which limits attribute disclosure attacks. The combination
of k-anonymity and t-closeness is a way to release data, and maintains data quality and integrity at
the same time, in contrast to other information disclosure techniques [139].

3.1.4.2 Differential privacy

Among the new techniques used in anonymization, differential privacy [80] is one of the most promising
ones. It is at the same time a way to measure the reached level of privacy, and a method to perform
anonymization. As the underlying basis mainly concerns advanced mathematics, we only provide
here the main notions and do not go deeply into details. Informally speaking, a differentially private
mechanism ensures that any of its outputs is essentially equally likely to occur, independent from
the presence or absence of any individual in the database. From the point of view of the individuals
present/mentioned in the database, computations which provide differential privacy behave almost as
if their records had not been included in the analysis.

Consider for example the queries “average age of all people with sleeping problems” and “average age
of all people except X with sleeping problems”. While these queries may individually be answered
without the danger of privacy leakage, the combination of the queries obviously leaks whether person
X has sleeping problems (and if so, it gives information about person X’s age). The problem is
that the information about one single person (i.e., record) has a direct influence on the query result.
Differential privacy remedies this by adding noise to the answers of queries: intuitively, by adding
noise that is bigger than the variation in the query answer due to any one individual, it is ensured
that the answer does not leak information about anybody.

A common way to design an e-differentially private randomized mechanism is to add (Laplace) noise
to some query on the considered database.

3.2 Security of sharing and secure deduplication mechanisms

We now review in this section the different cryptographic techniques that today permit users to
encrypt their personal data, while giving them the possibility to share them with third parties. We
also review the deduplication problem over encrypted data. The way such tools can be used with the
SUPERCLOUD a architecture will be given in Chapter

3.2.1 Proxy re-encryption

Proxy re-encryption [43] (PRE) allows a user to delegatee his/her decryption capability in case of
unavailability. To do so, this user, Alice, computes a re-encryption key Ra_,p with her secret key
ska and her delegatee’s public key pkp, which is given to a semi-trusted proxy. This re-encryption
key allows the proxy to transform a ciphertext originally intended to Alice into a ciphertext intended
to Bob. While doing this transformation, the proxy cannot learn any information on the plaintext.
There are then several ways to characterize a PRE.

In this way, a PRE is said unidirectional if, with a re-encryption key R4_,p, a proxy cannot translate
a ciphertext intended to Bob into a ciphertext intended to Alice. On contrary, schemes which allow
this symmetrical transformation are called bi-directional. Then, a PRE scheme is single-hop if once
a message has been moved into a ciphertext intended to Bob, no more transformation on the new
ciphertext to Bob is possible. A scheme which allows several translation of ciphertexts is called multi-
hop. Tt also exists a way to combine these properties, as proposed in [55].

Numerous papers on PRE schemes exist. Some of them are unidirectional and single-hop [27], 122]
155], 25, [175, [67), 56] and some others are bidirectional and multi-hop [43], 57, 131].

In [27], Ateniese et al. have proposed a privacy-preserving architecture for distributed storage which
makes use of a proxy re-encryption (PRE) scheme. A similar PRE based storage system has also been
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proposed in the case of cloud storage in [166]. With such a system, where the cloud plays the role of
the proxy, the access to a plaintext is only permitted to authorized users, while the cloud cannot derive
the plaintext from the stored ciphertext. A data can e.g. be stored on a dedicated cloud storage using
Alice’s public key. If Bob is authorized to access this document, the proxy/cloud makes use of the
re-encryption key from Alice to Bob. Similarly, if Alice owns several devices, one document encrypted
with the key on one of them can be re-encrypted for another one. This is done without needing them
to share the same secret decryption key, and in a private way since the storage provider does not
obtain the data in plain.

3.2.2 Attribute-based encryption

The concept of attribute-based encryption [151] (ABE) permits the encryption and decryption of data
based on the user’s attributes. There exist two variants of ABE: ciphertext-policy attribute-based
encryption (CP-ABE) and key-policy attribute-based encryption (KP-ABE). In a CP-ABE scheme, the
secret key is associated with a set of attributes and the ciphertext is associated with an access policy
(structure) over a universe of attributes: a user can then decrypt a given ciphertext if the set of
attributes related to his/her secret key satisfies the access policy underlying the ciphertext. In contrast,
in a KP-ABE scheme, the access policy is for the secret key and the set of attributes is for the ciphertext.
In the context of ABE, the set of privileged users is determined by an access policy. To date, several
types of access policies are investigated. For example, AND-gates access policy means that there is
only AND operator in an access formula. Threshold access policy means that there is no distinction
among attributes in the access policy, anyone who possesses enough attributes (equal or bigger than
a threshold chosen by the sender) will be able to decrypt. In some modern applications, finer-grained
access control is needed such as Disjunctive Normal Form (DNF, i.e., with disjunctions (OR) of con-
junctions (AND)) or Conjunctive Normal Form (CNF, i.e., with conjunctions (AND) of disjunctions
(OR)).

Since their introduction in 2005, one can find many papers proposing ABE schemes [I51] [92] [62] [144]
811, [63, 104, ©99] 29, 141l [150] 65, 178]. The authors in [29, [178] introduced KP-ABE schemes with
constant-size ciphertext. The works in [92] extended the Sahai and Waters” work [I51] to propose the
first schemes supporting finer-grained access control, specified by a Boolean formula. Non-monotonic
access structures permitting to handle the negation of attributes has been considered in subsequent
works [144], 29, [178]. Adaptive security for ABE scheme was considered in [118| [65, 28], [174] using
composite order group, and then in [I41) [66] using prime order groups. Similarly, dynamic ABE
scheme (unbounded attributes) was first investigated in [I19] using composite order groups and then
in [I50] using prime order groups.

In traditional ABE schemes, one single “central authority” issues all secret keys, introducing a single
point of failure in any architecutre using it. In [62], it is shown that the issuing of the part of a
secret key related to particular attributes can be delegated to so-called “attribute authorities” in a
secure way; however, the central authority still needs to issue a part of the secret key to each user.
Hence, this scheme mainly simplifies the organisation of key issuing and not its security. In [63], it is
shown that, in such settings, the functionality of the central authority can be distributed between the
different attribute authorities so that one single central authority is no longer needed. In this case,
the single point of failure is eliminated because there is no single party holding a key that enables the
decryption of all ciphertexts.

As for proxy re-encryption scheme, an ABE can be used to share data inside a cloud infrastructure.
In fact, one can upload encrypted documents and then permit other customers to obtain the right to
download and read the document by adding an access control policy based on customers’ attributes.

3.2.3 Secure deduplication

Data deduplication is a method to reduce the storage needs, by eliminating unrelated redundant
data [148]. It roughly consists in: finding copies of identical data, storing it once, and replacing all
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copies by pointers to that single instance. It allows cloud providers to save costs in a significant manner:
if several users upload the same data, the cloud provider stores only one copy and returns it to each
user who requests it. When the files are encrypted, two main challenges arise. First, encrypting twice
the same plaintext does not yield the same ciphertext. Second, as the keys are generated independently
by users, none of them can decrypt a ciphertext encrypted by another user.

A deduplication algorithm is secure if it correctly achieves the space reduction while protecting data
from unauthorized accesses. It requires balancing several trade-offs that differ for each use case.
Intra-user deduplication compares data from a single user, while inter-user deduplication does so for
several users that may own identical files. We focus on inter-user deduplication, which is generally
more efficient, but incurs in increased security risks.

Deduplication can be performed at the client or server side. In the former, clients either store a
consistent global index locally or verify data duplicity by sending fingerprints to a global index server.
However, both methods are vulnerable to side-channel [97, [54] and vector attacks [136]. Solutions for
these problems are based on presenting challenges for users and include proofs of retrievability [L03],
possession [26], or ownership [95] (177, 42, [90].

In the latter, clients send data to a server that transparently performs the deduplication against
previously seen data from all users. The security problem for this case lies in sending the data
in clear through the communication channels (e.g., the Internet), which may be unacceptable in
some use cases. Ways of circumventing this problem encompass encrypting data at the client side.
However, standard encryption techniques obstruct data deduplication since the same data input results
in different encrypted data for different users (i.e., every user has its own encryption key).

Baracaldo et al. [32] proposed a deduplication framework that has a trusted server that stores the
clients’ keys, decrypts received data, deduplicates it, and re-encrypts the compressed and deduplicated
data in the back-end storage. A solution that has gained traction is the convergent encryption [76] [36],
which uses fingerprints from the original data as the encryption key, and allows inter-user deduplication
over encrypted data. Users encrypt their data with a deterministic scheme, and use a key correspond-
ing to the deterministic hash value of the message. Thus, the same message encrypted independently
by different users always yields the same ciphertext and deduplication can be operated on the en-
crypted data. This encryption scheme is widely used in research and in practice [24], [72, 83| 162} [130].
Additionally, the same convergent approach can also be applied in secret sharing schemes [121].
However, convergent encryption remained deterministic. Bellare, Keelveedhi and Ristenpart (BKR)
introduced message locked encryption (MLE) in [36] and formally investigated security issues, in order
to capture a better security notion for secure deduplication. Schemes which followed improved security
achieved with MLE, however, this comes at the cost of efficiency [18| B5]. Finding an efficient MLE
scheme with best achievable possible security remains an open problem.

3.3 Integrity protection mechanisms for an untrusted cloud

In the Byzantine fault model [I17], faulty processes and storage objects (or clouds) may modify data
structures (within the limits of cryptography) or perform other arbitrary operations to deliberately
disrupt executions. Therefore, it is not surprising that in the context of cloud computing, where there
are inherent trust limitations [52, [I71], a lot of research on algorithms and protocols was expressly
conceived to deal with Byzantine faults, i.e faults that encompass arbitrary and malicious behavior.
Together with these algorithms, new consistency models were defined that reshaped the correctness
conditions in accordance to what is actually attainable when coping with such strong fault assumptions.
The forefather of the line of research that tried to define what level of consistency and data integrity
is possible to achieve with an untrusted cloud (server), is the work of Mazieres and Sasha [133] that
introduced the notion of fork (or fork-linerizable) consistency. A fork-linearizable system ensures that
the operations issued by processes are linearizable and guarantees that if the storage system causes the
histories of two processes to differ even for just a single event, they may never again see each other’s
updates after that without the cloud/server being exposed as faulty. Namely, any divergence in the
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histories perceived by different groups of correct processes can be easily spotted by using any available
communication protocol between them (e.g., out-of-band communication, gossip protocols, etc.).

A subsequent consistency and integrity model named fork* consistency was defined in [120] in order
to allow the design of protocols that would offer better performance and liveness guarantees. Fork*
consistency relaxes the conditions of fork consistency by allowing forked groups of processes to observe
at most one common operation issued by a certain correct process.

Another variant of fork-consistency, namely fork-sequential consistency [143], 51, requires that when-
ever an operation gets visible to multiple processes, then the history of events occurring before the
operation is the same at all these processes. For instance, when a process reads a value written by
another process, the reader is assured to be consistent with the writer up to its write operation. Es-
sentially, similarly to sequential consistency, a global order of operations is ensured up to a common
visible event.

Mahajan et al. define in [127] fork-join causal consistency (FJC) as a weakening of causal consistency
that can preserve safeness and availability in spite of Byzantine faults. In a fork-join causal consistent
storage system if a write event e issued by a correct process depends on a write event €' issued by
any node, then €’ becomes visible before e at any correct node. In other words, FJC enforces causal
consistency among correct processes. Besides, partitioned groups of processes are allowed to reconcile
their histories through merging policies, since inconsistent writes by a Byzantine process are treated
as concurrent writes by multiple virtual processes. Bounded fork-join causal [126] refines this clause
by limiting the number of forks accepted from a faulty node and thus bounding the number of virtual
nodes needed to represent each faulty node.

Finally, in the context of a single untrusted cloud, weak fork-linearizability [53] relaxes fork-linearizability
conditions in two ways: (1) after being partitioned in different groups, two processes may share the vis-
ibility of one more operation (i.e., at-most-one-join, as in fork™ consistency) and (2) the real-time order
of the last visible operation by each process may not be preserved (i.e., weak real-time order). These
two conditions enable the design of protocols that allow for improved liveness guarantees (i.e., wait
freedom). Weak fork-linearizability ensures linearizable operations in case of executions enacted only
by correct processes, whereas in the presence of Byzantine failures it guarantees causal consistency.
Feasible consistency semantics in the context of interactions of correct clients with an untrusted cloud
have been captured within the family of the above fork-based consistency and integrity guarantees.
On the other hand, in the context of multiple untrusted clouds, relevant to our project, Byzantine
fault tolerance could be applied to mask certain fault patterns [I71] 38, 33] and even implement strong
consistency semantics (e.g., linearizability) [39, [75]. Theses mechanisms, that SUPERCLOUD data
management will build upon, are described in more detail in Section

3.4 State Machine Geo-replication

In the state machine replication (SMR) model[I15] [I52] an arbitrary number of clients send requests
to a set of servers, which hosts replicas of a statefull service that updates its state after processing
those requests. The goal of this technique is to make the state at each replica evolve in a consistent
way, resulting in a service which is accurately replicated across all replicas. Since the service state
was already updated by the time clients receive a reply from the service, this technique is able to offer
strong consistency, i.e., linearizability [98]. To enforce this behavior, it is necessary to enforce three
properties:

1. client requests are delivered to the replicas via total order broadcast;
2. replicas start their execution in the same state; and
3. replicas modify their state in a deterministic way.

Practical SMR protocols for tolerating crashes such as Paxos [I16] and RAFT [142] are usually em-
ployed for supporting critical services in Internet-scale infrastructures. For example, these protocols
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have been used in coordination services [100, 49], metadata storage [39], management services [147]
and even general purpose raw data stores [45] [40)].

Although replicating services within the same datacenter significantly improves the availability and
durability of the service, the criticality of modern internet-scale services have created the need for geo-
replication protocols for disaster tolerance, including whole-datacenter failures (e.g., [69]). Following
this trend, several works propose (1) fast geo-replication systems providing “as consistent as possible”
services, (2) optimizations for transactional systems spanning multiple sites and (3) strongly consistent
wide-area SMR protocols. In the remaining of this is section we focus our discussion on (3), as it
perfectly fits the consistency and data integrity requirements of SUPERCLOUD.

Steward [23] is a state machine replication system that employs a hierarchical Byzantine fault-tolerant
protocol for geographically dispersed multi-site systems. It is a hybrid algorithm that runs a BFT
agreement protocol within each site, and a lightweight, crash fault-tolerant protocol across sites. This
protocol needs 3 f; + 1 replicas at each site ¢ to run the BF'T agreement protocol and uses a lightweight
protocol among sites. Even though Steward is able to perform well in WANs (when compared with
PBFT [59)]), that comes at the cost of a very complex protocol (over ten specialized algorithms that run
within and among sites) that demands plenty of resources (e.g., each site requires at least 4 replicas).
Mencius [129] is an SMR protocol derived from Paxos [116] which is optimized to execute in WANS.
Like Paxos, it can survive up to f crashed replicas out of at least 2f 4+ 1. Replicas take turns as the
leader and propose client requests in their turns. Clients send requests to the replicas in their sites,
which are submitted for ordering when the replicas becomes the leader. According to the authors,
this rotating coordinator mechanism can significantly improve the system throughput (by distributing
the load of being the leader among replicas) and reduce latency in WANSs (since the communication
between client and leader is within the site).

The main goal of Mencius is to replace the single leader of classical SMR protocols such as Paxos,
with multiple leaders to decrease the latency (as leaders would be closer to the clients). However,
synchronization among leaders themselves introduces another tradeoff. To illustrate this, consider
Mencius’ multiple leaders scheme that evenly partitions the sequence number space across all replicas,
so that each replica/leader can propose requests (e.g., every leader k sequences requests with sequence
number m = k (mod n), where n is the number of leaders). In case a leader lags behind, it skips
the missing sequence numbers to catch up with other leaders. However, a skipping leader must let its
peers know it skips sequence numbers — leading to what is known as the “delayed commit” problem.
Clock-RSM [77] addresses the delayed commit problem of Mencius using loosely synchronized clocks.
In Clock-RSM, each replica proposes requests piggybacked with its physical clock timestamp, instead
of a logical sequence number. Requests are then ordered by associated clock timestamps. Replicas
synchronize their physical clocks periodically. We note that Clock-RSM only attenuates the delayed
commit problem but does not entirely solve it, bringing the synchronization latency from a round trip
message delay between leaders to a single message delay.

Egalitarian Paxos (EPaxos) [135] is a recent SMR protocol also derived from Paxos and designed to
execute in WANs. Unlike most SMR protocols inspired by Paxos, EPaxos does not rely on a single
designated leader for ordering operations. Instead, EPaxos enables clients to choose which replica
should propose their operations, and employs a mechanism for solving conflicts between interfering
operations. However, in order to correctly enforce such conflict resolution - and contrary to most SMR
protocols - EPaxos requires information from the application to determine operations interference.
EBAWA [16§] is a Byzantine-resilient SMR protocol optimized for WANs. It considers a hybrid fault
model in which each replica uses a local trusted /trustworthy service (that cannot be compromised) to
provide tolerance to up to f Byzantine faults using only 2f + 1 replicas. Similarly to Mencius, it uses
a rotating leader to allow clients to send requests to the replicas that are close to them.

Recently, and within the context of SUPERCLOUD, we conducted an extensive experimental study
to assess which of the well-know optimizations proposed for improving the latency of SMR protocols
on wide-area networks bring most benefits in practical deployments [I58]. The key findings of the
study is that rotating the leader is much less effective than having the leader deployed in the most
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well-connected replica and that assigning weights to the replicas (in accordance with their relative
speeds) brings substantial benefits. These results lead to the development of WHEAT, a protocol that
employs all optimizations that lead to substantial improvements in the SMR, latency, including a novel
weight assignment scheme that ensures faster (i.e., well-connected) replicas have more importance in
deciding the order of messages.

In practice, geographically distributed systems such as Spanner [69] often employ sharding of SMR to
synchronize disjoint state partitions. Similar approaches have been suggested in other research works

(e.g., [I11]).

3.5 Storage in Cloud of Clouds

In this section we overview storage solutions spanning multiple clouds. We start with hybrid cloud
solutions, spanning a private and (typically) a single public cloud (Sec. |3.5.1)), and then we proceed
to discuss solutions spanning more than two clouds (Sec.[3.5.2)

3.5.1 Hybrid Cloud

There are many commercial storage proxies to transparently integrate local systems with cloud storage
forming basic variants of hybrid cloud storage (e.g. [11}[15]). Most of them follow an architecture simi-
lar to BlueSky [170] and Iris [L60], where a CIFS/NF'S proxy is used to mediate access to a single cloud
provider. In general, such systems do not support the coordination of file accesses between different
proxies, and thus are inappropriate to share geographically-dispersed data, as we are considering in
SUPERCLOUD.

Almost every leading storage vendor provides its own proprietary hybrid cloud solution addressing
these issues. Hybrid cloud solutions typically consist of deploying storage appliances at the premises
of a client, which are then coupled with remote storage on the public cloud of the storage vendor.
As a rule of thumb, more sensitive data is stored on private premises whereas less sensitive data is
outsourced to public clouds. In a complementary use case, public cloud is often used to boost reliability
in the hybrid cloud architecture, storing backup or hot replicas of data that anyway resides on private
premises.

These proprietary hybrid cloud solutions are rarely interoperable with commodity public cloud storage
services and are tailored to specific solutions of a cloud and storage vendor, resulting in so called
“vendor lock-in”. In recent years, this picture started changing with vendors such as IBM announcing
solutions for integration of public cloud storage services with on-premises storage[] Complementary
solutions, that mix the hybrid cloud concept with that of public multi-clouds (that we review in the
next section), also started to appear [75].

3.5.2 Multi-cloud storage

In the last few years, several research teams have been proposing the use of multiple cloud providers,
beyond private/public hybrid clouds, for improving the integrity and availability of stored data [21]
33, 38, 109, 176}, 39, [75]. The idea was first introduced in archival systems like SafeStore [I09] and
RACS [21], with the latter requiring no modifications to the storage clouds or servers running in the
cloud. More recent systems like ICStore [33] and DepSky [38] provide object storage (i.e., variable-size
read/write registers) considering different fault models and unmodified storage clouds.

SPANStore [I70] is a system that tries to optimize data placement and consistency guarantees taking
into account several metrics of cloud providers (e.g., cost and access latency). The main limitation of
this approach is that it requires servers deployed in all cloud providers, which implies additional costs
and management complexity. The same limitation applies to modern (single-provider) geo-replicated
storage systems such as Spanner [69] and Pileus [165], if deployed in multiple cloud providers.

"http://www.theregister.co.uk/2013/12/12/big_blues_crosscloud_migration/.
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Some recent cloud-backed storage systems employ a hybrid approach in which unmodified cloud storage
services are used together with few computing nodes for storing metadata and coordinating data
access [39) [75] across multiple commodity clouds. SCFS, in particular, provides controlled sharing
of desktop-size files stored in multiple providers by using a cloud-deployed coordination service to
implement locking [39]. Hybris [75] stores metadata on private cloud which are then used to boost the
reliability and consistency of data stored in multiple public clouds.

A slightly different kind of work proposes the aggregation of multiple file synchronization services
(e.g., DropBox, Box, Google Drive, etc.) in a single dependable service [68, 06, 164]. A key asset of
these works is that they do not require any external service or component that need to be trusted.
CYRUS [68] does not implement any kind of concurrency control, allowing different clients to create
different versions of files accessed concurrently. These divergent versions are expected to be solved by
users. MetaSync [96] solves concurrent writes in a different way: all writes on shared files are applied
in total order, using a variant of the Byzantine Disk Paxos [20] called pPaxos, that works on top of
file synchronization services. Finally, UniDrive [164] employs a locking protocol based on quorums, in
which a client has access to a shared folder as long as it is able to write a lock file alone in a majority
of the services.

Orthogonally to multi-cloud storage that aims at boosting reliability and dependability of cloud storage
[T71], which we overviewed so far, multi-cloud solutions that aim at integrating cloud (storage) services
from multiple clouds have started to emerge. Openstack Mercador [12] is a recent and emerging project
in the Openstack ecosystem that aims at facilitating Openstack deployments that would consist of
cloud services other than those directly deployed on bare-metal.

3.6 Summary of real-world technologies

In this section, we review some real-world technologies dedicated to the security of data management
systems in the cloud. We focus on some existing products permitting to share encrypted data, to
protect the data that are stored on the cloud, and on anonymization tools.

3.6.1 Sharing encrypted data

There are today multiple solutions permitting customers to store their own data on the cloud (e.g.
Google Drive, Dropbox) but most of them do not permit user-centric data encryption. One reason is
that it does not easily permit data sharing. Despite few commercial initiatives, but these are mostly
not based on advanced cryptographic tools.

The MEGA platform [9] is one of such example. After the closing of Megaupload, the founders have
decided to create a new platform for data hosting for which they do not have the possibility to obtain
the stored data in clear, whereas it was still possible to share data among customers. They propose
a system in which the encryption key is shared among the customers having access to the encrypted
data.

A similar technical approach has been proposed by Boxcryptor [2], which proposes an application
permitting the customers of the most popular cloud storage service providers (Google Drive, Dropbox,
etc.) to continue to store their data but in an encrypted way.

Numerous other commercial products permit encrypting data on cloud, and putting the security on
customer’s hands. Most of them make use of key sharing (with the inherent problem of key loss and
the resulting important problem) of data duplication (with good security but poor flexibility regarding
the dynamicity of the data and customers). To the best of our knowledge, no existing commercial
product makes use of advanced cryptographic tools as we propose to use in SUPERCLOUD (except
the AlephCloud in the USA, which has been closed recently).
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3.6.2 Middleware encryption platform

Another way to protect data stored in the cloud is to provide a middleware dedicated to the data
encryption and decryption (or tokenization). The data confidentiality is then not verified w.r.t. the
middleware itself, but w.r.f. the rest of the world. It then permits to perform computations over
protected data since the resulting information can be close to what can be obtained with non-protected
data.

Today, several tools provide such kinds of middleware and the most well-known are Perspecsys [10]
and CipherCloud [5], which moreover permit to interact with existing cloud service providers such as
Microsoft or Salesforce.

3.6.3 Anonymization tools

Regarding data anonymization, several commercial products exist that provide “simple” ways to
anonymize data, using basic methods such as data substitution or data blurring. This is for example
the case for the IBM Optim product [7], but also for Oracle Data Masking Pack [I3], Informatica Data
Privacy [8], or Data Masker [6].

Identity Mixer (idemix) is an anonymous credential system developed at IBM Research - Zurich that
enables strong authentication and privacy at the same time. As of 2015, it is deployed in demo version
on IBM BlueMix Platform as a Service cloud [I7]. With Identity Mixer anonymous credentials, a user
can selectively reveal any of the attributes contained in the credential without revealing any of their
information whatsoever. Thus, anonymous credentials are a key ingredient to protect one’s privacy
in an electronic world. With Identity Mixer, users can obtain from an issuer a credential containing
all the information the issuer is ready to attest about them. When a user later wants to prove to a
service provider a statement about her, she employs identity mixer to securely transform the issued
credential. The transformed credential will only contain the subset of the attested information that
she is willing to disclose. The user can apply this transformation as many times as she wants and still
none of credentials can be linked to each other.

3.6.4 Dependability techniques

Today, almost all major Infrastructure as a Service cloud providers (e.g., Amazon, Google, Microsoft
Azure, IBM Softlayer, Rackspace, etc.) offer the option of replication across multiple datacenters.
These however rely on proprietary protocols and cannot be used to orchestrate multiple clouds under
different administrative domains, i.e., belonging to different cloud providers. Similarly, major storage
hardware vendors (IBM, EMC/Dell, NetApp, etc.) offer proprietary hybrid cloud solutions.

No widely adopted open source solution for improving dependability in the context of cloud of clouds
exists at the moment. However, there are several open source projects, developed in earlier projects
by SUPERCLOUD partners, that are used by many research groups around the world. These include
BFT-SMaRt [41], SCFS [39], Depsky [38] and Hybris [75].

Finally, on the end user side of the spectrum, many storage front-ends that synchronize and organize
multiple public cloud storage services such as MultCloud [10], Otixo [14], CloudCube Android app and
others exist, yet these have no goals of boosting dependability nor are they oriented towards business
users.
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Chapter 4 High-level architecture of the data manage-
ment layer

At the high level, the SUPERCLOUD data management architecture comprises a mixture of ag-
gregation of resources at multiple clouds (private and/or public) and value-added functionalities for
increasing dependability and security. As SUPERCLOUD data management adds many different
and often complementary functionalities, we aim at an understandable logical architecture that will
accommodate different value-added security and dependability features.

In the following, we first present the logical architecture of data management in SUPERCLOUD
(Sec. [4.1)) which aims at unifying value-added features. We then outline the specific security (Sec. [4.2)
and dependability (Sec. features and discuss how they fit into the logical architecture. Specific
architectures of dependability and security features that comply with the high level logical architecture
are postponed to Chapters [5] and [6] respectively.

4.1 Logical architecture

4.1.1 Storage and data management entities

A simplified view of the logical architecture of the SUPERCLOUD data management layer is shown
in Figure [4.1}
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Figure 4.1: High level logical architecture of the SUPERCLOUD data management layer.

Our logical architecture is comprised of five classes of entities:
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e Storage clients (or simply clients), users of SUPERCLOUD storage infrastructure. These are all
L2 virtual machines (or containers) deployed in the User clouds. Other storage entities may or
may not act as storage clients depending on whether they are deployed as L1 virtual machines,
in which case they use cloud provider storage or L2 virtual machines in which case they act as
storage clients.

Clients are divided into two subcategories: direct accessors (DA) and ordinary clients. Ordinary
clients interact with the SUPERCLOUD data management layer via storage prory and are
entirely oblivious the SUPERCLOUD data management layer. This requires minimum changes
to clients without installing additional libraries. In contrast, DA clients run SUPERCLOUD
specific logic as a client library and can interact and access directly storage servers and L1
cloud provider services. DA clients can also have certain functionality of storage servers built-in,
making them also possibly independent of storage servers.

e Storage proxies (or simply prozies), are L2 virtual machines (or containers).Proxies are in prin-
ciple stateless, and can be easily added dynamically to the system. Their primary goal is fa-
cilitating clients’ access to SUPERCLOUD storage and data management offerings. As we will
detail later, examples of proxies include encryption proxies, secure deduplication proxies, etc.

e Storage servers (or simply servers) are stateful L1 or L2 virtual machines (or containers). The
main role of servers is housekeeping of critical portions of metadata vital to operation of the
SUPERCLOUD data management layer. Examples of SUPERCLOUD storage servers includes
storage metadata servers, data integrity servers, configuration management servers, etc.

e Cloud provider services (CPS) are L1 cloud storage services that DA clients or proxies can
directly access. They expose different APIs notably object storage and block storage. Examples
include Openstack Swift, Amazon S3 and EBS, etc.

e Cloud provider data nodes (or simply data nodes) are L1 virtual machines or containers that
reside on L1 public or private clouds comprising SUPERCLOUD infrastructure. Complementing
CPS, data nodes can perform computation and have locally mounted L1 block storage that ends
up storing SUPERCLOUD user data.

Overall Sec. / Client software component
Self-Srv Mgmt

Data management entities executed in L2 VM~

User

[ M UservM | Data Compute

= [ e ] - Plane
Data Plane
Network
Plane
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Figure 4.2: Mapping of SUPERCLOUD data management entities to L.1 and L2 virtualization layers.
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As we can see, storage entities are distributed across L1 and L2 virtualization layers, to facilitate the
understanding of this distribution, we depict a possible mapping of SUPERCLOUD storage and data
management entities to virtualization layers in Figure 4.2

4.1.2 Network and trust model

In SUPERCLOUD, L1 entities such as storage servers, CSPs, data nodes and possibly proxies are
not necessarily trusted. Sometimes even L2 entities such as clients might not be entirely trusted for
different security reasons.

The main goal of SUPERCLOUD is precisely to develop protocols to maximize dependability and
security of storage exposed to L2 machines and containers, despite lack of trust in different L1 entities
or even misbehaving L2 entities. Depending on the nature of L1 clouds as well as User and use
case preferences and configuration parameters, SUPERCLOUD data management layer will adapt to
leverage trust in certain L1 entities, in case such entities exist.

That said, any component or entity in the above described architecture is assumed to be at least
crash-fault prone. SUPERCLOUD data management protocols will tolerate misbehaving and crash
faulty nodes with the goal of maximizing such resilience.

Furthermore, the network (whether L2 or L1) is not assumed to be reliable. Put differently, asyn-
chronous communication and network faults/partitions are a reality for SUPERCLOUD and our pro-
tocols shall take this into account. Whereas SUPERCLOUD data management layer shall tolerate
both untrusted (Byzantine) entities and network faults the specific nature of SUPERCLOUD deploy-
ment allows revisiting the correlation between Byzantine entity faults and network faults. Whereas
traditional adversary models take for granted that adversary can control both the network and the
Byzantine nodes, in our case this might not be entirely true, due to the diversity of the networks
interconnecting different cloud providers that are difficult to control.

4.2 Security features

In this section we describe briefly the security features we will develop in WP3 and explain how this
maps to the logical architecture introduced in Section Architectural details are postponed to
Chapter

Our principal goal is to protect the data related to end-users. The general way to protect the data
is to encrypt it, so that only authorized entities can access it. But, as shown by the requirements, in
Chapter 2], the data also needs to be manipulated. We therefore need to adapt encryption techniques
to these requirements. In fact, the security of clients’ data can be divided into two kinds of features.
Informally, when the data are stored and used by some entities different from the end-user himself:
we talk about “privacy”. Moreover, when the user himself stores and makes use of some of his data:
we then talk about “security of storage”. We define these concept more precisely in the following.

4.2.1 Privacy Mechanisms

We first propose to use several technical tools to protect the privacy of individuals, such as the ones
sketched in Chapter |3, In this case, some data related to individuals are stored on one or several cloud
storage service providers and a third party wants to make use of these data for some allowed purposes.
We then consider several cases:

e the data is protected using encryption by the client itself, and the third party is able to do some
“search” on these encrypted data. The suitable tool for that purpose is searchable encryption,
which requires SUPERCLOUD clientf] to be able to encrypt (and sometimes decrypt) the data.
We then consider that the SUPERCLOUD WP3 proxy is the entity performing the actual search,

'In this case, the data are not necessarily related to this client. The client can e.g. be a hospital and the data are
related to patients.
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based on the data stored on either SUPERCLOUD or on external storage service providers, as
well as on some meta-data stored by the clients (through the proxy) on the SUPERCLOUD
WP3 servers;

e the input data is kept secret by SUPERCLOUD servers and/or external storage service providers
and the client requires secure computation on this dataset. In this case, secure multi party com-
putation is a suitable cryptographic tool. After a request by a SUPERCLOUD client, the proxy
executes the multi-party computation, based on all the secret inputs. The client finally obtains
the result and the inputs are totally protected. This technique of multi-party computation is
also applied to data anonymization, with two different kinds of techniques, that is k-anonymity
and differential privacy;

e the data access patterns can also be protected from untrusted cloud storage providers by using
the techniques of oblivious storage. Part of the client work is here delegated to the proxies, while
the servers are responsible for the storage of the index of stored files.

4.2.2 Security of Sharing

We also make use of advanced cryptographic techniques to protect the mechanisms for sharing data
stored by SUPERCLOUD clients. In this case, clients stores and then share (or use) the encrypted data,
while requiring data security with respect to cloud storage providers, but also internal SUPERCLOUD
components.

We study several cases:

e the data is shared by one SUPERCLOUD client with another, designated SUPERCLOUD client.
To this end, we will use prozy re-encryption. This implies, in the architecture, adding the re-
encryption functionality to the SUPERCLOUD proxy component, while the data itself is sent
to the underlying untrusted cloud storage provider. Some meta-data are also stored on the
SUPERCLOUD servers, together with the cryptographic key allowing sharing (namely the re-
encryption key);

e the data is shared by one SUPERCLOUD client with some SUPERCLOUD clients that have
some specific attributes, by the means of attribute-based encryption. For this purpose, each client
has a decryption key, based on its attributes, that are computed by a key generator functionality
embedded into the proxy, with a master secret key securely stored on one or several servers (to
avoid the reliability and security problems related to centralization of keys). Additionally, some
meta-data are stored on the servers;

e for deduplication of encrypted data, we make use of cryptographic techniques that: (i) permit
to detect that two different encrypted data correspond to the same plain data and (ii) permit
two clients to be able to obtain the data in plain. With SUPERCLOUD, the detection of such
duplication is done by the proxy, having access to some meta-data related to stored data that
are stored on servers. Again, only the encrypted data are sent to underlying untrusted cloud
storage providers.

4.3 Dependability features

In this section we describe briefly the dependability features we will develop in WP3 and explain how
this maps to the logical architecture introduced in Section [4.1] Architectural details are postponed to
Chapter [6]

The dependability architecture focuses on two major components, separating the control/metadata
plane from the data plane:
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e Geo-replication of storage servers. In the SUPERCLOUD architecture storage servers are the key
component that store integrity and replication metadata, cryptographic keys, and other critical
information. Therefore, it is essential to enable efficient geo-replication across multiple clouds
of such servers. Geo-replication of storage servers is the key feature for boosting dependability
in SUPERCLOUD. In SUPERCLOUD we will tackle the classical problem of state machine
replication from novel angles.

e Object/block store and file system architecture. Besides novel techniques for replicating storage
(metadata) servers, SUPERCLOUD builds innovative techniques for dealing efficiently with data
scattered across clouds. In this context, we will develop novel data replication techniques to be
implemented as improvements on proven technologies such as Ceph RADOS block device [4] and
infrastructure developed in previous FP7 projects TClouds and BiobankCloud. The features
on which SUPERCLOUD would specifically improve on are geo-replication and enabling user-
defined storage across cloud of clouds.

We outline the specific features below. The reader should refer to Chapter [6] for more details.

4.3.1 Storage server geo-replication

Enabling efficient metadata replication across multiple clouds is a major focus of SUPERCLOUD. In
this context we will enable the following features:

o XF'T state machine replication. In SUPERCLOUD we will focus on a novel approach for storage
server replication. Besides supporting traditional crash-fault tolerant (CFT) and Byzantine fault
tolerant (BFT) solutions we will target protocols in the XFT (short for cross fault tolerance),
model. The XFT model, that we introduced conceptually and recently in [123], decouples the
fault space across machine and network faults dimensions, treating machine and network faults
independently. In a nutshell, XFT models Byzantine and network faults as independent events,
which is reasonable for many practical applications including the use cases and deployment
models targeted by SUPERCLOUD. With such an approach, XFT offers protocols roughly at
the cost of CFT with very storn reliability guarantees, sometimes even better than those of BFT
itself.

o Weight assignment for geo-replication. Another approach we will take is to make geo-replication
protocols rely primarily on the fastest replicas present in the system, and, at the same time
preserve its original safety and liveness properties. To this end, we will explore the distribution
of weights across replicas in such way that a majority is not always required to (correctly) make
progress. This would involve using weighted quorums [172] in a novel, geo-replication context.

e Dynamically reconfiguring the leader set. In this context, we plan to explore the space between
single-leader and multi-leader (“all-leader”) for state machine replication (SMR), by dynamically
reconfiguring the set of leaders. Each set of leaders is selected based on previous workload
and network condition. Our preliminary results in this direction [I124] are encouraging and
show that, under typical imbalanced workloads that more often than not characterize real-world
applications, our approach applied to state of the art geo-replication protocols efficiently reduces
latency compared to native protocols. This optimization targets a sweet performance spot for
both balanced and imbalanced workloads.

e FElastic state machine replication. Finally, in SUPERCLOUD we want to develop a generic
partition transfer primitive (and protocol) that enables SMR-based services to be elastic, being
thus more appropriate for implementing adaptive and self-managed services in the cloud. The
idea is to design a protocol to perform transfers efficiently and with minimal perturbations on
the client-perceived performance, on top of any existing SMR protocol.
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4.3.2 Object/block stores and file systems

On the data plane, we will enable novel dependability features building existing storage technologies.

e Enabling geo-replication for popular cloud block storage systems. Currently, popular cloud block
storage solutions, e.g., Ceph’s RADOS block device (RBD) [4], are not optimized for geo-
replication. Whereas adding geo-replicated storage data nodes to RBD is possible, the system
does not distinguish remote data nodes from local data nodes. For instance, this may impact
performance for a SUPERCLOUD user that wishes to use remote cloud services together with
his local storage resources in the hybrid cloud setting. To rectify this, we will implement mech-
anisms for volume synchronization between clusters of multi-cloud block storage, with concrete
focus on Ceph. The idea here is to start from implementing replication from a block storage
volume in the source cluster to its replicated volume in the destination cluster.

e User-defined Cloud-backed Storage. In SUPERCLOUD, we want to build a user-centric/software-
defined storage infrastructure that distributes its stored data by different cloud storage services,
using different replication, coding and encryption techniques in accordance with the specifications
provided during the virtual volume creation. The management service will allow users to define
the storage policies they want, such as expected latency, storage overhead, security requirements,
replication factor and location of data and the system will generate a virtual storage configuration
defining how such requirements can be satisfied. This configuration plan will be used by volume
accessors that can be implemented either as accessors (deployed in the machines using the virtual
storage) or proxies (that export an NFS server interface).

4.4 Identity and Key Management
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Figure 4.3: Federation of identity and key management.
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SUPERCLOUD will build on proven cloud technologies for identity and key management. Namely,
SUPERCLOUD will focus on levering Openstack Keystone for identity management and Openstack
Barbican for key management.

These technologies, in particular Barbican, have a number of deficiencies when it comes to an enterprise
environment and cloud-of-clouds in particular. These deficiencies impact the performance, scalability
and security of cloud offerings based on Barbican. In the context of SUPERCLOUD we will address
these problems by developing advanced features for OpenStack Barbican key management. In doing
so we will make Barbican more suitable for enterprise deployment. We will focus on features such as
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multi-tenancy/federation, fine-grained access control and Key Management Interoperability Protocol
(KMIP) integration.

Barbican multi-tenancy and federation are in particular critical to cloud-of-clouds. Figure 4.3 illus-
trates a preliminary architecture of federated Barbican and its integration in the rest of the data
management architecture. Specifically, the figure depicts how federated instances of Barbican and
Keystone can be orchestrated. This approach will further be developed to align SUPERCLOUD
efforts with Barbican community efforts [1].
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Chapter 5 Data security architecture

In this Chapter we give details behind the SUPERCLOUD architecture of security features, that maps
to the high-level logical architecture, given in Chapter [4] The features covered in this chapter shall
enable privacy protection of SUPERCLOUD end-users and data sharing between SUPERCLOUD
clients. More precisely, we here review some technical tools (mostly coming from cryptography)
and show how they can be plugged into the general WP3 architecture. The main overview of our
architecture, dedicated to data security, is given by Figure It includes most of the functionalities
that are detailed in this chapter.

SUPERCLOUD WP3servers | SUPERCLOUD WP3 proxies cloud provider services

key gen‘eration
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Figure 5.1: Overall architecture for data security.

5.1 Privacy Mechanisms

We first discuss privacy tools that have been introduced in Chapter |3} For each of them, we explain
what kind of components should be added to SUPERCLOUD WP3 clients, proxies and servers, and
how they interact among each other.

5.1.1 Searchable encryption (SE) architecture
As described in Chapter [3] searchable encryption exists in two settings: the symmetric key setting

and the public key setting.

Symmetric case. We first describe the symmetric searchable encryption case. In this case, a client
encrypts her data in such a way that she is able to later perform a search on them. This scheme
consists in two protocols, EDBSetup and Search.

e EDBSetup(DB,sk) — EDB. This setup procedure is executed by the client. It produces the
encrypted database.
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e Search. The client takes as inputs a query ¢(w) and a secret key sk and the server takes as input
an encrypted database EDB. After an interactive protocol, the client returns the result of her

query.

The client is responsible for the EDBSetup procedure, and next interacts with the proxy to perform
the search. In fact, the encrypted database is in this case divided into two parts: one corresponding
to the actual encrypted database EDB as well as a meta-data database MDpg, later used to perform
the search.

In SUPERCLOUD, we then propose the following architecture related to symmetric search using the
main architecture given in Chapter [d Within the clients, we add the EDBSetup functionality. Such
client part is also responsible for generating and storing her own secret key sk. Within the proxy, we
integrate the search functionality. Flnally, within the servers, we store the storage meta-data MDpg
for each database DB. We have then the following interactions during the main procedures.

e Upload. After the EDBSetup procedure, the client sends the whole encrypted database (EDB, MDpg)

to the SUPERCLOUD proxy which sends EDB to the relevant cloud storage provider and stores
the meta-data MDpg in the SUPERCLOUD WP3 server.

e Search. Upon reception of a query, the SUPERCLOUD WP3 proxy interacts with the cloud
storage providers and the SUPERCLOUD WP3 server to retrieve the database and give the
relevant information to the client to perform the search.

Asymmetric case. We now describe the public key encryption with keyword search (PEKS) archi-
tecture. It allows to publicly search encrypted data for keywords from a given set W. A PEKS scheme
consists of the following four procedures.

e KeyGen(\) — (pk,sk). This procedure is executed by clients and outputs a pair of secret and
public keys.

e Enc(pk, M) — C": produces an encryption of the plaintext M.

e TrapDoor(sk,w) — T,. For every word w € W, the client generates a trapdoor T,, with her
secret key.

e Test(pk,C,T,) — {0,1}. Given the public key, a ciphertext and a trapdoor T, returns 1 if
M = w and 0 otherwise.

The main problem we have now to deal with is that data stored in a cloud storage provider is a
priori not suitable for public key cryptography, essentially because of its size. But the way to manage
big-sized data with public key cryptography is well known in the literature and it is most of the
time enough to use encapsulation techniques. The following steps should then be executed at each
encryption procedure:

1. generate e.g. an AES key Ky;
2. encrypt the file f using the AES algorithm and the key Ky as Cy = AES(f, Ky);
3. encrypt the secret key Ky using the Enc encryption procedure MD; = Enc(pk, Ky).

The ciphertext C'y is then the true encrypted file, while MD ¢ corresponds to some meta-data associated
to the encrypted file. We consider that these meta-data also contain the identity of the client uploading
the file. In SUPERCLOUD, we then propose the following architecture related to public key search
using the main architecture given in Chapter [l The overview is sketched in Figure Within the
SUPERCLOUD WP3 clients, we add the KeyGen, Enc and TrapDoor functionalities. Such client part is
also responsible for generating and storing her key pair (pk, sk). We integrate the testing functionality
Test in the proxy and the servers embed the search tokens, i.e. the trapdoors T, as well as the storage
metadata MD. We then have the following interactions during the main procedures.
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e Upload. During the upload, the SUPERCLOUD WP3 client executes the encryption function-
ality Enc. It outputs both Cy and MDy. They are then sent to the SUPERCLOUD WP3 proxy
which then sends Cy to the relevant cloud storage provider and MDy to the SUPERCLOUD
WP3 server for storage.

e Trapdoors generation. When a client generates a trapdoor Ty, for a word w, she sends it to
the SUPERCLOUD WP3 server for storage.

e Search. The SUPERCLOUD WP3 proxy can upload a search token and a file to perform a
keyword search on the file. According to the result, the file can for example be rerouted to a
different cloud storage provider.

There are in fact, in the literature, several types of properties related to the kind of search one wants
to perform. In SUPERCLOUD, we will try to match the most relevant searchable encryption scheme
to the real needs provided by use cases, keeping in mind that the whole system should match the
requested performances.

5.1.2 Secure multi-party computation (SMC)

Most practical MPC approaches are based on secret sharing and basically consist of two phases: the
splitting phase of the input (secrets) and the reconstruction phase of the secret, based on the given
shares.

The main process for secret-sharing based MPC is given in Figure There are then mainly two
principle phases.

e The computation phase in which each participant of the computation of the function f receives
an output (the output represents a share respective to the provided input). Within MPC, the
given secret will be split by means of Adi Shamir’s polynomial so the key advantage over secret
sharing is the number of honest parties. There are at least [n/2] honest parties needed to
reconstruct the whole secret. Such phase is mainly divided into the following steps:

1. during a Setup, the parties agree on the set of participants as well as the key/prime necessary
for the computation of the function;

2. after the Setup, each party P; provides the shares associated to its input (secret) (for this
purpose, each party has to choose random values uniformly);

3. then, the parties P; participate in interactive protocols to evaluate the function f on the
shared values;

4. afterwards, each party /participant distributes his own shares to the other parties (sharing).
e The reconstruction phase is handled by the Lagrange interpolating polynomial which makes
the computation of the secret possible. The most important result of the Lagrange interpolation
is the recombination vector. This vector is necessary for a correct re-computation of the secret.
Such phase is mainly divided into the following steps:
1. provide shares of at least [n/2] honest parties/participants;
2. compute the recombination vector based on the Lagrange interpolating polynomial;

3. compute with the help of the recombination vector and Shamir’s polynomial the secret,
which belongs to the shares.
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Figure 5.2: Graphical representation of the workflow of secure multi-party computation

5.1.2.1 Architecture Approach

In practical cases, different data sources are available, stored at different (trusted or untrusted) cloud
provider services. If data has to be processed within the SUPERCLOUD, the data inputter/accessor
uploads the data over the SUPERCLOUD proxies. The main advantage of these proxies is that it
becomes possible to make use of the available cryptographic tools, such as the secure multi-party
computation. As opposed to the other security techniques discussed in this section, secure multiparty
computation employs multiple communicating proxies to enable processing of sensitive data without
any individual proxy having to see the data. We then obtain the general architecture for SMC that
is sketched in Figure In this architecture, MPC is used for anonymizing data with k-anonymity
(Section ; or for answering queries from multiple datasets, possibly with verifiable computation
(Section or differential privacy (Section . Notice that, apart from the multiple com-
municating proxies, this architecture coincides with the general WP3 architecture. (The verification
key and signatures shown in the architecture are used in verifiable computation, as discussed next.)

5.1.2.2 Verifiable Computation

Multi-party computation addresses the problem that, when querying multiple datasets, it is often not
possible to collect all data in a single location — whether it is the data provider or the client. This
problem is addressed by outsourcing the computation to separate proxies. However, by outsourcing
the computation to an external party, a new problem is introduced, which is how to guarantee that
the query result is correct.

Our solution for querying multiple datasets based on multi-party computation (MPC) and verifiable
computation addresses the correctness issue by letting the proxies generate a cryptographic proof of
correctness of the computation result. Specifically, we let every data provider provide a “signature”
over the data available for querying (shown as “signatures” in the figure) that is stored by a trusted
SUPERCLOUD server (Figure [5.3).

To implement this architecture, most of state-of-the-art cryptographic constructions from the area
of “verifiable computation” can be used, such as replication (the client sends identical information to
multiple independent servers) or the use of proofs (performed by the servers to convince the client that
they have correctly behaved). Apart from the data providers providing signatures, these constructions
also typically assume a trusted third party that performs a one-time setup of a verification key specific
to the function f to be calculated. Therefore, our architecture includes this trusted third party as an
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Figure 5.3: Multiparty computation-based security in the WP3 architecture

additional server in the system (shown in Figure as “verif. key”).
Beyond verifiable computation, we also use MPC in context of data anonymization, described in the
following subsection.

5.1.3 Anonymization

We now focus on the way anonymization can be treated inside the SUPERCLOUD architecture. As
in Chapter 3, we distinguish the way to treat k-anonymity and differential privacy, that will be the
two kinds of anonymization techniques we will use.

5.1.3.1 k-Anonymity

We first focus on k-anonymity. In our WP3 architecture proposal, k-anonymity is used for the evalu-
ation of medical data which are used in the different use cases in the SUPERCLOUD project. Today,
there are mainly two ways to store data: databases stored locally and data sources stored in one or
more trusted clouds on which client provider observes who accesses the saved information. In most
cases, a client accesses a web application to download an anonymized medical data for statistics.
Databases with quasi identifiers and data rows may lead to performance issues, specifically because
a client can select the degree of anonymization. The lower the granularity stage is chosen, the more
computation power is needed. A way to improve this is to outsource the computation part to the
SUPERCLOUD servers. One of the biggest disadvantages regarding this architecture proposal is that
databases need to remain in plain in the cloud or the local storage. That makes it easy for an adver-
sary to attack a cloud and gain sensitive information. Multi-Party Computation (see Section
provides a remedy.

In fact, the combination of MPC with k-anonymity prevents from storing data in plaintext inside one
of the SUPERCLOUD servers. The data has to be computed by means of the function of secure
multi-party computation before being stored within the SUPERCLOUD. If any data are needed, such
as for statistical purposes (for a read-only recipient), a computation over the data can be done as well
as the data anonymization (k-anonymity). More precisely, when the shares of the participants are
re-computed again, e.g. for a medical statistic, the anonymization of the records will take directly
part after to avoid that an adversary sees a plain record. This anonymization is performed at the
proxies, as shown in Figure 5.3
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5.1.3.2 Differential Privacy

The SUPERCLOUD architecture also enables combining multi-party techniques for hiding sensitive
query responses from proxies with differential privacy techniques for hiding sensitive query responses
from the client. Above, we how to use techniques based on k-anonymity to remove identifiers from
disclosed dataset. Here, we address the issue that the answer to particular queries on data may leak
too much information about an individual.

As discussed in Section [3.1.4.2] differential privacy addresses leakage from query answers by adding
enough noise to prevent conclusions about any individual contribution to the dataset. Hence, the
workflow in a traditional architecture with differential privacy (without taking privacy in to account),
is to first perform a query and calculate the result, and then, depending on the type of query sample
randomness according to a particular statistical distribution, add this to the result, and return it.
Translated this workflow to the architecture for answering queries from multiple datasets using multi-
party computation (Figure , we now not only evaluate the query answering algorithm using a
distributed algorithm; but also perform the noise sampling and addition algorithm in a distributed
way. Hence, Figure 5.3 applies, where the proxy apart from answering the query additionally performs
this “anonymization”.

5.1.4 Oblivious storage

The SUPERCLOUD architecture also providing the option of storage without revealing access pat-
terns. As discussed, the contents of files can be hidden with respect to the storage provider using
encryption techniques. Specifically, each file can be encrypted using an ephemeral encryption key, to
which a key server maintains access using policies. (Alternatively, attribute-based encryption can be
used to cryptographically enforce these access control policies.) However, the storage provider can still
observe exactly which files are accessed by which party. In case these access patterns are sensitive, we
also provide storage which hides this information.

To hide access patterns, we employ oblivious RAM [88] techniques. At a high level, these techniques
hide the actual access pattern of a client by touching multiple files in each access in an elaborate way
to completely hide which file is actually accessed. In particular, the “Path ORAM” technique from
[161] gives a simple and efficient algorithm that achieves this.

In the most basic form of oblivious storage, a single client employs a single untrusted storage facility.
This scenario can be implemented without changing the SUPERCLOUD architecture or the function-
ality of the storage component. Indeed, as shown in [161], in this scenario the client downloads a
number of files, re-encrypts them, and uploads them again, using the normal storage functionality.
However, the SUPERCLOUD architecture may be leveraged for performance improvements in two
different ways. First, since oblivious access requires significant computational resources at the side
of the client, the client (especially when resource-constrained) may outsource this work to a SUPER-
CLOUD proxy. Second, the system of [I61] requires the client to store a “location index” of the files
at the server, and keep a small cache of files still to be uploaded. By moving these tasks to a trusted
SUPERCLOUD server (the “index of files” in the architecture), the same client can use several client
devices to access the data.

When multiple clients need access to the same set of files, several solutions are available. Solutions in
the literature [91} 132] allow hiding access patterns from eavesdropping and malicious storage facilities,
respectively; but assume all clients have access to all files. A recent work [108] proposed to encrypt
files inside the oblivious storage using attribute-based encryption. Note that all of these works aim to
hide the access pattern of the clients from the storage provider, but not from other clients. However,
hiding access patterns from other clients may actually be a bigger privacy concern. If we instead
assume that decryption keys for the individual files are managed by a trusted SUPERCLOUD key
server (the “index of files”, as discussed above and shown in Figure , then there is an obvious
way of hiding access patterns both from the storage and from other clients. Namely, the key server
can perform the ORAM access with the storage, and provides the results to clients. This hides the
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files and access patterns with respect to the storage component and other clients, but places a heavy
burden on the key server in terms of computation and communication. It remains an open question if
this burden on the key server can be reduced while still hiding access patterns from storage and other
clients.

Finally, we mention that multi-cloud ORAM systems exist in the literature (e.g., [I59]). In such
systems, the amount of work performed by the client is reduced by letting two (or more) non-colluding
storage providers apply techniques to hide information from the other. Note that, in this case, the
storage servers need to support specific ORAM functionality (in the basic set-up above, they do not
need to be aware of ORAM); and it is an open question how these techniques can be combined with the
multi-client techniques discussed in the previous paragraph. Moreover, since we can already outsource
the heavy client work to proxies, we do not consider these multi-cloud systems in the SUPERCLOUD
architecture.

5.2 Security of sharing

We now study the cryptographic tools, introduced in Chapter [3, permitting to share stored data in
a secure way. Again, we explain what kind of components should be added to SUPERCLOUD WP3
clients, proxies and servers, and how they interact all each other.

5.2.1 Proxy re-encryption (PRE)

A proxy re-encryption scheme can be either unidirectional or bidirectional and either single-hop or
multi-hop, as explained in Chapter |3} We here focus on single-hop unidirectional proxy re-encryption
(UPRE) as it is the most relevant one in our context. Moreover, the architecture that is discussed in
this case in this chapter is also relevant for other kinds of proxy re-encryption.

Formally speaking, there are two kinds of actors in a UPRE scheme: clients and a third party (usually
called a “proxy”). Moreover, such tool is composed of the following procedures.

e Setup(k) — param: this setup algorithm is executed by any trusted entity. It takes a security
parameter £ € N as input and produces a set of public parameters param shared by all parties.

e KeyGen(param) — (sk, pk): this key generation algorithm, whose inputs are the public parame-
ters, outputs a pair of secret and public keys (sk, pk), and is executed by every client.

e ReKeyGen(param, sk, pkg) — Ra_p: given the public parameters, the secret key of the client
A, the public key of the client B, this algorithm, executed by clients, produces a re-encryption
key rka_.p which allows to transform second level ciphertexts intended to A into first level
ciphertexts for B.

e Enc(param,pk,m) — C: this second level encryption algorithm, executed by any client, takes
param, a public key, a message m and produces a second level ciphertext C' that can be re-
encrypted.

e ReEnc(param,rka_,p,C) — C’/ L: this algorithm, executed by the third party, takes as input
the public parameters, a re-encryption key rk4_, p and a second level ciphertext intended to client
A. The output is a first level ciphertext C’ re-encrypted for client B that cannot be re-encrypted
or an invalid message L.

e Decy(param,sk,C') — m/ L: this first level decryption algorithm takes as input param, a client
secret key and a first level ciphertext and outputs a plaintext m or an invalid message L.

e Decy(param,sk,C') — m/ L: this second level decryption algorithm takes as input the public
parameters, a client secret key and a second level ciphertext and outputs a plaintext m (or L)
for the client.
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To summarize, most of the procedures are executed by clients, except the Setup one which can be
executed by any trusted entity at the creation of the system, and the ReEnc procedure which is
executed by the “proxy”. Regarding the parameters and keys that are manipulated, most of the keys
are only manipulated by clients, except the re-encryption keys rk4_,p that is generated by the client,
but used by the “proxy”.

Regarding the client, the key generation procedure is executed at the client and device registration.
Each file upload is associated to the executed of the encryption algorithm Enc. At each new file
sharing, the client should create a new re-encryption key, using ReKeyGen. Finally, a file download
should use one of the two decryption procedures Dec; or Decs.

As for public key encryption with keyword search, we have to deal with files with potentially big sizes.
Again, we can use the encapsulation techniques with the same steps as previously, which output both
the ciphertext C; corresponding to the true encrypted file, and the meta-data M D, data associated
to the encrypted file.

In SUPERCLOUD, we then propose the following architecture related to data sharing by using proxy
re-encryption, using the main architecture given in Chapter[d] The main view is sketched in Figure
We add to the client the KeyGen, ReKeyGen, (AES,Enc), Dec; and Dec, functionalities. Such client
part also stores the client’s dedicated key pair (ska, pk4). We integrate to the proxy the re-encryption
functionality ReEnc. The servers finally store three kinds of data: (i) the storage meta-data M Dy for
each uploaded file f, (ii) the re-encryption keys rk4_,p for each existing sharing between two clients
and (iii) optionally all client’s public keys that can be requested during a sharing procedure.

We have then the following interactions during the main procedures.

e Upload. During the upload, the SUPERCLOUD WP3 client executes the encryption function-
ality (AES,Enc) which outputs both Cy and M D;. Both are then sent to the SUPERCLOUD
WP3 proxy which then sends C to the relevant cloud storage provider and M Dy to the SU-
PERCLOUD WP3 server for storage.

e Sharing. During a sharing from one client A to another client B, client A may first request the
SUPERCLOUD WP3 server, throw the SUPERCLOUD WP3 proxy, to obtain client B’s public
key. It then executes the re-encryption key generation functionality ReKeyGen and the result
rka_p, together with the new sharing information, is sent to the SUPERCLOUD WP proxy.
The new sharing information is sent to the relevant cloud storage provider and rk4_, g is sent to
the SUPERCLOUD WP3 server for storage.

e Download. During a download, the client B first requests the encrypted file to the SUPER-
CLOUD WP3 proxy who keep back (i) from the cloud storage provider the encrypted file C
and (ii) from the SUPERCLOUD WP3 server the meta-data M D associated to the file f. The
SUPERCLOUD WP3 proxy first checks whether the requesting client B corresponds or not to
the identity A embedded into the meta-data M Dy. If this is the case, both Cy and M Dy are
directly sent to the client, who can execute the decryption procedure (using Decy). If not, the
SUPERCLOUD WP3 proxy requests the SUPERCLOUD WP3 server for the existence of a
re-encryption key rka_p. If not, the process is stopped. Otherwise, the SUPERCLOUD WP3
proxy executes the re-encryption procedure ReEnc on input M Dy and rks_p and sends the
result to the SUPERCLOUD WP3 client, together with Cf, who can execute the decryption
procedure (using Decy).

In SUPERCLOUD, we will try to manage all kinds of data storage with such cryptographic tool:
object storage, block storage, but also file system. We argue that the way to share data in each case
can be different, and that we need to adapt PRE to each of them.

5.2.2 Attribute-based encryption (ABE)

As said in Chapter |3, an attribute based encryption (ABE) scheme can be key-policy or ciphertext-
policy. We here focus on the second kind of ABE since, as shown in Chapter 2] on use case requirements,
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we should focus on role-based access control, that is the case where clients are given attributes that
may permit them to obtain access to protected data. As for proxy re-encryption, the architecture we
give below is most of the time also relevant for other kinds of ABE.

Formally speaking, there are two kinds of actors in a ABE scheme: a key manager and clients. More-
over, such tool is composed of the following procedures.

e Setup(k) — (param, msk, ek, B): it takes as input the security parameter x and generates the
global parameters param of the system, a master secret key msk, an encryption key ek (that can
be either private or public) and the set B of all possible client attributes. It is executed by the
key manager.

o KeyGen(param, msk,u) — (dk,): it takes as input a client u together with his set of attributes
B(u) C B. It also takes param and msk, and outputs the client’s decryption key dk,. Such
procedure is executed for each client, by the key manager.

e Enc(param,ek,m,A) — C: it takes as input the encryption key ek, a message m and an access
policy A. It outputs the ciphertext C' related to m, and a header Hdr which includes the access
policy A. It is executed by client.

e Dec(param, Hdr, dk,, B(u)) — m/ L: such procedure, executed by clients, takes as input the
header Hdr, the decryption key dk, of a client u with attributes B(u) and outputs the plaintext
m if and only if B(u) satisfies A. Otherwise, it outputs L.

The key manager is responsible for the Setup and the KeyGen procedures, and should manage msk, while
clients execute the encryption Enc (during upload/sharing) and decryption Dec (during download)
procedures, and manipulate the attributes in B, the access policies A, and their own private key dk,.
We note here that the upload and sharing functionalities are here put in one action (contrary to proxy
re-encryption). Each upload is again associated to a ciphertext C'y and some related meta-data M Dy.
The main problem we have to face off is that, using the above description, the key manager knowing
the master secret key msk obtain the decryption key of all clients. To mitigate this risk, we add the
possibility to split the role of the key manager into several distinct parts, such that (i) the master
secret key msk is better protected and (ii) no part can obtain the exact client decryption key dk,. This
gives us the following distribution between architecture components (see Figure for a graphical
view). Within the clients, we add the Enc and Dec functionalities. Such client part also stores the
client’s private key dk, and the set B(u) of attributes. The proxyis responsible for the interaction
between the clients, the servers and the cloud storage provider. Finally, the master secret key can be
distributed between multiple servers. Within these servers, we store three kinds of data: (i) the set B
of all possible attributes, (ii) the storage meta-data M Dy for each uploaded file f and (iii) the master
secret key msk, possibly split into several independent parts.

The main interaction, in this case, are as follows.

e Attribute addition. When a new instance of a SUPERCLOUD WP3 client is created, or when
the attributes related to an existing instance have to be modified (added or deleted), a request
is sent by the SUPERCLOUD WP3 client to several different instances of the SUPERCLOUD
WP3 proxy. The SUPERCLOUD WP3 proxy instances then request the SUPERCLOUD WP3
servers to obtain each an independent part of the master secret key. Each instance then executes
the KeyGen procedure with part of msk and all the results are sent to the SUPERCLOUD WP3
client who can compute, with each share, his client secret key dk,,.

e Upload. During the upload, the SUPERCLOUD WP3 client executes the encryption func-
tionality Enc by choosing an access policy A of the file he wants to upload. Such functionality
outputs both Cy and M Dy. Both are then sent to the SUPERCLOUD WP3 proxy which then
sends Cy to the relevant cloud storage provider and M Dy to the SUPERCLOUD WP3 server
for storage.
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e Download. During a download, the SUPERCLOUD WP3 client requests the encrypted file to
the SUPERCLOUD WP3 proxy who keeps back (i) from the cloud storage provider the encrypted
file C¢ and (ii) from the SUPERCLOUD WP3 server the meta-data M Dy associated to the file
f. Both are sent to the SUPERCLOUD WP3 client who executes the decryption procedure,
using Dec and the client private key dk,.

Within SUPERCLOUD, additionally to find a secure and efficient way to manage multiple SUPER-
CLOUD WP3 servers, we will study the way to apply such cryptographic tool to real role-based access
control defined by use cases. The resulting performances will be here an important challenge.

5.2.2.1 Extension to multi-authority attribute-based encryption

As discussed in Section so-called “multi-authority” attribute-based encryption [62] [63] allow to
delegate the issuing of particular attributes to so-called “attribute authorities” in a secure way. Our
architecture can support the multi-authority case by, in addition to SUPERCLOUD WP3 server(s)
storing the master secret key (cf. Figure [5.1)), also having SUPERCLOUD WP3 server(s) storing
“attribute keys”, that can then in turn be distributed to further reduce risks in key management.
Note that typically different attribute authorities would be operated by different organisations, aligning
well with other multi-organization parts of the SUPERCLOUD architecture such as application-level
authorization.

5.2.3 Secure deduplication

We here focus on the convergent encryption case as it is the only cryptographic protocol for dedupli-
cation which is used in practice. A convergent encryption scheme consists in the following protocols.

o KeyGen(\,m) — skys = H(m). This procedure is executed by clients and outputs the secret key
which is a deterministic hash of the message.

o Enc(M,sky) = C = AESgpnc(M,skar)). Users encrypt their messages.
e Test(Cy,Cy) — {0,1}. Returns 1 if C1 = Co and 0 otherwise.

e Dec(C,sky) — C = AESpgc(C,skas). Decryption is performed with the AES decryption
procedure.

In SUPERCLOUD, we then propose the following architecture related to deduplication, using the
main architecture given in Chapter The overview is also sketched in Figure Within the
SUPERCLOUD WP3 clients, we add the KeyGen, Enc and Dec functionalities. Such client part also
stores the client’s private key skjs in relation with each message M stored in the cloud provider. An
encryption of each key can also be sent into the server. The testing functionality is integrated into the
proxy. We finally store the deduplication meta-data, namely a tag for each ciphertext, in the servers.
In convergent encryption, such a tag is a deterministic hash of the ciphertext.

We then have the following interactions during the main procedures.

e Upload. During the upload, the SUPERCLOUD WP3 client executes the encryption function-
ality Enc. Such functionality outputs C and the deduplication meta-data. Both are then sent to
the SUPERCLOUD WP3 proxy which then sends C' to the relevant cloud storage provider and
the deduplication meta-data to the SUPERCLOUD WP3 server for storage.

e Test. Upon reception of a new ciphertext with deduplication meta-data, the SUPERCLOUD
WP3 proxy requests the deduplication meta-data to the SUPERCLOUD WP3 server and per-
forms the Test procedure. If the procedure returns 1, the SUPERCLOUD proxy adds the infor-
mation about the new client to the storage meta-data and interacts with cloud service providers
for the deletion of the new file. If the procedure returns 0, the SUPERCLOUD proxy proceeds
with the file storage.
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In SUPERCLOUD, we will try to work on the way to provide at the same time confidential data
sharing, replication (to fight against fault attacks), and deduplication. The way the cryptographic
tools dedicated to each need can interoperate is here an interesting problem we will have to face to.

Conclusion. Regarding data security, our main purpose is, in conclusion, to protect individuals’
data while still permitting their manipulation. This is quite important when looking at use case
requirements, where client’s data should be protected but attainable, where the privacy of medical
data is a top priority, and where special permissions to access data outside their context should be
feasible.

The main problems we will manage are (i) to obtain interoperable solutions (how to have at the same
time e.g. search, sharing and deduplication in a single system) and (ii) to take care of the resulting
performances, so as to match requirements on real-time data access.
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Chapter 6 Dependability and Data Integrity Architec-
ture

In this Chapter we detail the SUPERCLOUD architecture of storage and data management depend-
ability features, that maps to the high-level logical architecture, given in Section

The features covered in this Chapter shall enable SUPERCLOUD high-availability, fault and disaster
tolerance, data integrity and consistency and geo-replication capabilities. To this end, some of the key
techniques we will use are quorum-based replication, erasure coding, secret-sharing and state machine
replication (SMR). We approach these classical techniques in a novel way, necessary for our use cases
and requirements, and re-implement them in an efficient, secure and scalable way.

6.1 Storage server geo-replication

Tolerating any kind of service disruption, whether caused by a simple hardware fault or by a large-scale
disaster, is key for the survival of modern distributed systems at cloud-scale and has direct implications
on the business behind them [113]. Modern systems today increase the number of nines of reliability
(i.e., availability and data integrity) by employing sophisticated distributed protocols that tolerate
machine faults as well as network faults such as network partitions, or asynchrony, which reflects the
inability of correct machines to communicate among each other in a timely manner. At the heart of
these systems typically lies a consensus-based state machine replication (SMR) protocol [152, [60].

In SUPERCLOUD, we will primarily use SMR to make storage servers robust. Specifically, storage
servers in SUPERCLOUD shall be used to maintain a critical portion of system metadata in a con-
sistent and highly available way, so that the resilience of the rest of the system can be based on it.
SUPERCLOUD server replication using SMR shall be modular and applicable to different deployment
scenarios; namely, we will support different server fault models including both crash/recovery and
Byzantine faults, as well as tolerate network faults. Particular focus will be on tailoring our SMR
solutions to geo-replicated context of cloud-of-clouds.

Our work in this direction will focus on four main novel approaches:

e Revisit the correlation between server faults and network faults;

e Consider the diverse performance of replicas and the clouds hosting them in the operation of the
replication protocols;

e Optimize the number of leaders in a geo-replicated SMR system;

e Support elastic and self-managed SMR.

We outline these four directions in the remaining of this section.

6.1.1 Decoupling Byzantine server from network faults

Existing SMR-based systems cannot efficiently deal with Byzantine faults despite more than 30
years of intensive research in distributed computing since the seminal work of Lamport, Shostak
and Pease [117], no practical answer to tolerating non-crash faults has emerged yet. In particular,
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Byzantine fault-tolerance (BFT) has not lived up to expectations, due to its large cost compared to
crash fault-tolerant (CFT) solutions. For example, in the context of asynchronous (that is, eventually
synchronous [79]) BFT SMR, this overhead implies using at least 3t+ 1 replicas to tolerate ¢t non-crash
faults (instead of 2¢ + 1 in the case of CFT).

The overhead of BFT is due to the extraordinary power given to the adversary, which may control
both the faulty machines and the entire network in a coordinated way. In line with observations
by practitioners [I14], we claim that this adversary model is actually too strong for the phenomena
observed in deployed systems: The Byzantine, non-crash faults experienced today occur independently
of network faults (and often also independently of each other), just like a network switch failing due
to a soft error has no correlation with a server that was misconfigured by an operator. The proverbial
all-powerful attacker as a common source behind those faults is a popular and powerful simplification
used for the design phase, but it has not seen equivalent proliferation in practice. Surprisingly, though,
the reliability models that decouple network faults (i.e., asynchrony, or untimely communication) from
machine faults (yet allow for both classes of faults) have not been adequately studied.

More concretely, in the context of SUPERCLOUD, we do not necessarily expect an untrusted cloud
provider to be able to corrupt communication of correct users with honest clouds, or the communication
among honest clouds themselves. Whereas this communication can fail and network faults can occur,
these are not realistically under control of an untrusted cloud provider.

In our novel approach that we will pursue in SUPERCLOUD for storage server replication (besides
supporting traditional CFT and BFT solutions) we will target protocols in the XFT (short for cross
fault tolerance), model. The XFT model, that we introduced conceptually and recently in [123],
decouples the fault space across machine and network faults dimensions, treating machine and network
faults independently. In a nutshell, XFT models Byzantine and network faults as independent events,
which is reasonable for many practical applications including the use cases and deployment models
targeted by SUPERCLOUD.

As an illustration, the XFT approach allows to build systems tolerate a certain class of faults (e.g.,
crash faults) regardless of network faults (asynchrony), and another class of faults (e.g., non-crash
faults) only when there are no network faults (i.e., when the system is synchronous). This allows
for the development of reliable systems that have the cost of asynchronous CFT (already paid for in
practice), yet with decisively better reliability than CFT and sometimes even better reliability than
fully asynchronous BFT itself.

Preliminary results on XFT SMR in the geo-replicated context are encouraging and show performance
and cost similar to CFT SMR for roughly the same cost with considerably more nines of reliability and
the ability to tolerate Byzantine server faults. Surprisingly, our preliminary analysis shows that XFT
sometimes (depending on the system environment) offers even strictly stronger reliability guarantees
than state-of-the-art BF'T SMR protocols.

In SUPERCLOUD we will implement support for XFT, in addition to that for classical CF'T and BFT
to storage server replication in the data management layer. One of the first candidate deployments we
will tackle is the metadata server replication in the Ceph distributed file system [3]. Ceph is particularly
interesting as a deployment technology as it is the most popular reliable and fault tolerant block storage
system backing Openstack cloud deployments[] However, today’s Ceph is neither optimized for geo-
replication nor capable of tolerating Byzantine faults, and hence is not suitable for SUPERCLOUD
use cases. That said, our XFT designs will in no way be limited to Ceph and we will explore XFT
implementations for other systems (e.g., BET-SMaR#t [41]).

6.1.2 Weight assignment for Geo-replicated State Machines

Some works shown that waiting fewer replies from replicas to make progress in distributed protocols
(i.e., smaller quorums of replicas) improves the latency of such protocols when deployed in real wide-
area networks [I58| [105]. Popular protocols like Paxos [I16] or RAFT [142] make each replica (and

1h‘t:tp ://superuser.openstack.org/articles/openstack-user-survey-insights-november-2014
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in particular, the leader process) wait for answers from a majority of the replica set, i.e., they wait
for a majority quorum. However, the aforementioned studies show that waiting for 2 out-of 4 replicas
makes the latency of such protocols significantly better than waiting 3 out-of 4 or even 2 out-of 3.
Unfortunately, relatively smaller quorums cannot be used in standard SMR systems since they may
lead to violations.

One of the improvements we want to make in SMR protocols, within the context of the SUPERCLOUD
project, is to make them rely on the fastest replicas present in the system, and, at the same time
preserve its original safety and liveness properties. The most important guarantees that quorum-
based protocols need to preserve are (1) all possible quorums overlap in some correct replica and (2)
even with up to f failed replicas, there is always some quorum available in the system. As said before,
in crash fault tolerant (CEFT) protocols like Paxos, quorums must overlap in at least one replica. Such
intersection is enforced by accessing a simple majority of replicas during each communication step
of a protocol. More specifically, protocols access [”T“} replicas out of n > 2f 4+ 1. Byzantine fault
tolerant (BFT) protocols like PBEFT [59], on the other hand, usually employ disseminating Byzantine
quorums [128] with at least f + 1 replicas in the intersection. In this case, protocols access (%fﬂw
replicas out of n > 3f + 1. In both these strategies, adding a single extra replica to the system results
in potentially higher latencies, as any possible quorum becomes larger in size.

In order to accommodate the two improvements we want to make, we have to deal with this limitation.
The fundamental observation we make is that accessing a majority of replicas guarantees the afore-
mentioned intersection, but that this is not the only way to secure such intersection. More specifically,
if n is greater than 2f + 1 (in CFT), it is possible to distribute weights across replicas in such way
that a majority is not always required to (correctly) make progress. As an example, consider the
quorums illustrated in Figure (with one extra replica in the system). Whereas in Figure the
intersection is obtained by strictly accessing a majority of replicas, in Figure we see that we can
still obtain an intersection with a variable number of replicas (since we can obtain a sum of 3 votes
by either accessing 2 or 3 replicas). In particular, if the replica with weight 2 is successfully probed,
the protocol can finish a communication step with a quorum comprised by only half of the replicas.
Otherwise, a quorum comprised by all replicas with weight 1 is necessary to make progress. Notice
that for this distribution to be effective, it is necessary to attribute weight 2 to the fastest replica in
the system.

le— —= =l =— 22yt
|
—

3 votes

I

(a) Classical (always a majority of (b) Weighted (from f + 1 to n — f
replicas). replicas).

Figure 6.1: Quorum formation when f =1 and n =4 (CFT mode).

The weight assignment scheme described above was generalized in a recent paper [I58], and will be
an important asset for our multi-cloud replicated state machines for supporting data stores.

6.1.3 How many leaders in cloud of clouds?

Cloud-of-clouds systems are geographically distributed among different clouds across the globe. This
poses challenges to classical SMR protocols. Take Paxos [116] for example; Paxos has a single leader
that is responsible for sequencing and proposing clients’ requests. These proposed requests are then
replicated at least across a majority of replicas, executed in order of their sequence numbers, with
application-level replies eventually sent to the clients. For clients residing at a remote site with respect
to that of a leader, this may imply costly round-trips across the globe.
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In order to reduce latency for geo-replicated applications, several multi-leader or leaderless SMR
protocols have been proposed [77, 129, [135]. In multi-leader SMR, [129, [77], a request can be proposed
and sequenced by any replica, where every replica can act as a leader, typically by partitioning the
sequence number space. In these protocols, a client submits its request to the nearest replica, avoiding
the communication with a single (and possibly remote) leader.

However, a challenge for a multi-leader SMR is the coordination with distant or slow replicas, which
can be the bottleneck, or even block the system. In some sense, the performance is determined by the
‘slowest’ replica: this causes what is known as a “delayed commit” problem [129]. Roughly speaking,
the delayed commit problem is due to the need to confirm that all requests with an earlier sequence
number are not “missed”. For most typical, imbalanced workloads, e.g., if most requests originate
from clients that gravitate to a given cloud S, this incurs communication with all replicas including
remote and slow ones. In this case, multi-leader SMR may have worse performance than single-leader
SMR, in which replication involves only S and the majority of sites closest to S.

On the other side, leaderless protocols (e.g., [135]) do not suffer from the delayed commit problem
as they explore the commute property of concurrent requests. In these protocols, a request can be
proposed by the client or any replica, and committed with a round-trip latency from a fast-path
quorum, which is equal to or larger than a majority. However, if the conflict with some concurrent
request is detected, one more round-trip message exchange from a majority is introduced.

Obviously, neither single-leader nor multi-leader (i.e., “all-leader”) solution fits all situations. Existing
work either assumes that requests are evenly distributed among all replicas (favoring multi-leader
SMR), or assumes that requests are largely distributed around one replica (favoring single leader SMR).
More than often, neither of these assumptions is true in the geo-replicated context: for instance, due
to time zone differences, clients located at a given site may have different access patterns at different
times of a day, changing the “popularity” of sites dynamically.

In this context we plan to explore the space between single-leader and multi-leader (“all-leader”)
SMR, by dynamically reconfiguring the set of leaders. Each set of leaders is selected based on previous
workload and network condition. Our preliminary results in this direction [124] are encouraging. This
is in particular true when dynamic leader election is coupled with state partitioning and coordination
schemes that, in SUPERCLOUD, will be inherent with multi-tenant users. Our preliminary results
show that, under typical imbalanced workloads that usually characterize real-world applications, our
approach applied to Mencius and Clock-RSM efficiently reduces latency compared to native protocols,
and have the similar latency as that of leaderless protocol, e.g., EPaxos.

6.1.4 Elastic State Machine Replication

A critical limitation of the state machine replication approach is its lack of scalability. This limitation
comes from three main properties of the model and its practical protocols [I52]: (1) the services usually
need to be single-threaded to ensure replica determinism, (2) there is normally a leader replica which
is the bottleneck of the SMR ordering protocol (as discussed before), and (3) adding more replicas
does not improve the system performance. Different techniques have been developed to deal with
these limitations. Some works propose SMR implementations that take advantage of multiple cores
to execute requests in parallel [110] 94, 107], solving (1). Although effective, the improvements are
limited by the number of cores available on servers. In the same way, some unorthodox protocols
spread the additional load imposed to the leader among all the system replicas [129, 135]. These
protocols solve (2), but scalability remains limited because every replica still needs to execute all the
operations.

A recent line of work proposes partitioning of the SMR-based systems in multiple Replicated State
Machines (RSMs) [86}, 145, [69) 149] for addressing (3). Although partitioning solves the scalability of
SMR, the existing solutions are quite limited in terms of elasticity, i.e., the capacity to dynamically
increase (scale-out) and decrease (scale-in) the number of partitions at runtime. More specifically, some
scalable systems consider only static partitions [149] [145], with no elasticity at all, while others [86, [69]
provide dynamic partitioning through ad-hoc protocols that are executed in background to avoid
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performance disruption.

In SUPERCLOUD we want to develop a generic partition transfer primitive (and protocol) that
enables SMR-based services to be elastic, being thus more appropriate for implementing adaptive and
self-managed services in the cloud. The idea is to design a protocol to perform transfers efficiently and
with minimal perturbations on the client-perceived performance, on top of any existing SMR. protocol.
Figure[6.2]illustrates three situations in which such elasticity might be beneficial. A group G is used up
to its maximum load capacity and, then, the state managed by this group is split to another group L
to balance the load among the two groups and open room for the system to handle more work. When
two groups are processing requests, a non-uniform access pattern might unbalance the load handled
by the two groups, as shown in the second case. Here, part of the state of the overloaded group G can
be transferred to the underloaded group L to rebalance the system. Finally, if the load decreases and
one of the partitions becomes underutilized, it is possible to merge the state of the two groups in a
single RSM, for freeing the underutilized resources.

Split state to create
more storage and
processing capacity
G L
Rebalance load
by migrating heavily
accessed partition to
another repllca group
G L
Merge state to
better use
resources
L

Figure 6.2: Reconfigurations of a partitionable RSM.

An important issue in elastic systems is to define when and how to perform reconfigurations like the
ones shown in Figure There are many works on dynamic resource configuration managers [112]
[138,184], which decide when and how to adapt according to specified policies. A fundamental parameter
used in these systems is the duration required for deploying a new server and make it ready to process
requests, i.e., the setup cost. A high setup cost always discourages reconfigurations, leading to over-
provisioning and increased operational costs [84]. Given that, it is extremely important to reduce the
setup cost.

In contrast to a stateless service, where servers start processing requests as soon as they are launched,
in a stateful service such as a RSM, a partition transfer must be performed before a server starts
processing requests. As a result, the setup cost increases. Therefore, tackling the cost of performing
a partition transfer is crucial when stateful services are deployed on cloud systems in order to meet
the requirements defined in Service Level Agreements (SLA). Usually, elastic stateful systems rely
on distributed cache layers [140], write-offloading [137] and, ultimately, over-provisioning [84]. These
techniques are useful to create buffers to either absorb unexpected load spikes or buy time for the
stateful backend to reconfigure. We want to challenge this design in SUPERCLOUD, at least for
an important class of systems — the ones that employ SMR protocols, and define a principled way
for replicated stateful systems to scale-in and -out efficiently, for non-negligible partition sizes and
workloads.

We are currently working on the protocol and implementing a prototype in the BFT-SMaRt state
machine replication programming library [41].
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6.2 Object/block stores and file systems

In complement with our work on reliability of SUPERCLOUD storage server reliability, which we will
mostly use to reliably store SUPERCLOUD data management metadata, we will also design novel
solutions for geo-replication and reliability of data scattered across clouds. In particular, the solutions
outlined in this section describe how we will deal with reliability of data nodes and cloud provider
services (CPS). The specific directions are outlined below.

6.2.1 Enabling geo-replication for distributed block storage

Currently, popular cloud block storage solutions, e.g., Ceph’s RADOS block device (RBD) [4], are not
optimized for geo-replication. Whereas adding geo-replicated storage data nodes to RBD is possible,
the system does not distinguish remote data nodes from local data nodes. For instance, this may
impact performance for a SUPERCLOUD user that wishes to use remote cloud services together with
his local storage resources in the hybrid cloud setting.

To rectify this, we will implement mechanisms for volume synchronization between clusters of multi-
cloud block storage, with concrete focus on Ceph. The idea here is to start from implementing
replication from a block storage volume in the source cluster to its replicated volume in the destination
cluster. This would be done at first periodically, by:

e making a snapshot of the source volume/cluster,
e creating a change set from the previously transferred snapshot,
e transferring the change set to the destination volume/cluster,

e applying the change set to previously transferred snapshot in the destination cluster,

saving this merged snapshot in the destination cluster,
e maintaining snapshots on both clusters.
The implementation will involve:

e Storage server responsible for: (1) receiving/responding requests via ReST interface to the client,
(2) sending/receiving messages to proxies, (3) querying/updating/maintaining the database;

e Storage proxy responsible for: (1) receiving/sending messages to the server, (2) starting the
replication process, (3) providing the cluster credentials for the replication processes, (4) running
a replication process (one per replicated volume);

e Storage client connector to Openstack Cinder and CLI tool.

Implementation would use a database (maintained by the server) for storing current and past proxy
information, storing the timestamp to check the proxy status, credentials and statistics data. Commu-
nication layer of the components will be implemented over RabbitMQ, which would also be used for
CLI tool messages to the server, server messages to proxies and listening OpenStack Cinder messages
for automated volume replication start.

6.2.2 User-defined Cloud-backed Storage

In the last years there have been many projects proposing the use of cloud storage services (e.g.,
Amazon S3, Google Storage) as the backend for files systems [39, [I70] and databases [48]. All these
services are quite limited in their capability to adapt to the dependability, security and legislation
requirements imposed by different applications that use cloud services.

In SUPERCLOUD, we want to build a user-centric/software-defined storage infrastructure that dis-
tributes its stored data by different cloud storage services, using different replication, coding and
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encryption techniques in accordance with the specifications provided during the virtual volume cre-
ation.

This infrastructure builds upon previous works done within the context of FP7 T Clouds and BiobankCloud
projects [38] 33, 39], and extend it by improving aspects such as configurability, adaptiveness, perfor-
mance and storage-efficiency. The basic idea is to create two main components: management service
and access proxy.

The management service will allow users to define the storage policies they want, such as expected
latency, storage overhead, security requirements, replication factor and location of data and the system
will generate a virtual storage configuration defining how such requirements can be satisfied. This
configuration plan will be used by wvolume accessors that can be implemented either as accessors
(deployed in the machines using the virtual storage) or proxies (that export an NFS server interface).
In both cases, users access the volume through a file system interface provided either by an NFS client
installed in their machines (to access a proxy) or a FUSE-based file system client deployed in their
machine (the accessor).

There are many opportunities and gaps that we need to solve to implement such user-defined cloud-
backed storage in SUPERCLOUD. In the following we discuss the main issues we are addressing:

1. Efficient cloud-of-clouds replication: Current cloud-of-clouds dependable data storage algorithms
are still not very efficient in terms of storage overhead. If one uses full replication for storing
data of size L, the overhead will be (n — 1) x L. If storage optimal erasure code are used, such
overhead can be as small as desired, but to make it really small one needs to spread the data
among plenty of cloud services [2I]. This is undesirable because clients will need to access many
cloud services to read the data, which will negatively impact the latency of the storage service.
We are working on a new algorithm for solving this problem. The key idea of the algorithm is
to first write with a 50% storage overhead and then, a posteriori, change the storage allocation
to use less storage.

2. Mapping high-level requirements to algorithms and clouds: Mapping high-level requirements
expressed, for example as 90th latency values or storage budget, requires a deep understanding
of the services being “aggregated” and how they can be mapped to the requirements. To this
end, we want to design a set of heuristics during the 2nd year of the SUPERCLOUD project.

3. Scalable proactive secret sharing: One of the limitations of current cloud-of-clouds data repli-
cation algorithms is that large volumes of data need to be transferred for reconfiguring the set
of cloud services. Such reconfigurations are required when one of the clouds is removed (due to
failures or even a sudden spike in the provider prices). Currently, most algorithms require that
clients read the data and then write the data back to the new set of storage clouds. In order to
avoid this situation, we need to modify the secret sharing primitive employed in confidentiality-
aware replication algorithms (e.g., [38]). We are currently identifying recent progresses in secret
sharing and trying to integrate this on the current algorithms we implemented in the previous
projects (e.g., TClouds and BiobankCloud).

4. Support efficient database replication/disaster recovery: A final (and fundamental) challenge
we want to address in the project is how to run existing databases efficiently on top of the
SUPERCLOUD cloud-backed storage service. The main advantage of doing this is to implement
low-cost disaster recovery for existing applications with no modification in their architectures.
Currently we are profiling some popular relational databases (e.g., PostgreSQL) to understand
their I/O pattern and map it efficiently to our multi-cloud replication algorithms.

Finally, an important requirement of the system is that it must be compatible with many of the features
described in the security architecture. In particular, attribute-based encryption, secure deduplication
and oblivious RAMs are three techniques that we envision being used together with our system.
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Chapter 7 Conclusions

Summary

This deliverable presented a preliminary architecture for SUPERCLOUD data management infras-
tructure enabling dependable and secure storage and data protection in cloud-of-clouds.

e We first analyzed the design requirements of the architecture. Besides functional and dependabil-
ity and security requirements, particular and very important requirements to data management
are those related to compliance and non-functional, performance requirements.

e We then surveyed the state of the art of key enabling technologies for security and dependability
in cloud data management that provide a context to build our SUPERCLOUD architectures.

e Finally, we presented a preliminary architecture for data management infrastructure, describing
the overall design, the architecture of the different components, also showing how the different
techniques enable to fulfill the identified requirements.

Next steps

Next steps will be to implement and evaluate the proposed architecture and its components. This
notably includes refining the relation with the use cases, and the other architectures for virtualization of
computation (WP2), networking (WP4), and overall design (WP1). During this phase, the platform
architecture will be continuously re-evaluated and improved, e.g., refining the description of some
components of this preliminary version of the architecture.
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